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Abstract
Social annotations are valuable resources generated by users on the Web, which encode abundant information on user prefer-
ences for certain documents. Social annotation-based information retrieval has been studied in recent years for personalizing
search results and fulfilling user information needs. However, since social annotations are complicated and associated with
users, documents and tags simultaneously, it remains a great challenge to fully capture the potentially useful information for
improving retrieval performance. To meet the challenge, we propose a novel method to integrate social annotations into topic
models for personalized document retrieval. Our method first reconstructs candidate documents for a given query using social
tags of documents to capture user preferences. The reconstructed documents are tailored to user preferences for achieving
better performance. We then generalize the latent Dirichlet allocation-based topic models by considering the relationship
among users, social tags and documents from social annotations. The modified topic model optimizes the distribution of
latent topics of documents for different users to meet user information needs. Experimental results show that our method can
significantly outperform the state-of-the-art baseline models for improving the performance of personalized retrieval.

Keywords Social annotations · Document reconstruction · Topic models · Document retrieval

1 Introduction

The development of the Internet facilitates people’s life by
establishing online social relationship through Web appli-
cations, such as microblogs, Web social networks and social
annotations. Online social relationship, as valuable resources
of users, attracts much attention of researchers and practi-
tioners for user profiling and personalized services. Related
research has been carried out based on microblogs and social
networks focusing on various aspects, such as discovering
latent communities, detecting recent topics from temporal
text streams, and retrieving highly dynamic information.

Social annotations, as one type of social network knowl-
edge resources, play a crucial role in existing research. Social
annotations are user generated tags for labeling resources
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such as Web pages, links and documents, which encode user
preferences for certain items. Web applications, such as deli-
cious (del.icio.us) and flickr (flikckr.com), rely on social
annotations to provide personalized services. These appli-
cations attract much attention of researchers focusing on
the usage patterns of tagging system (Golder and Huberman
2006) and the detection of hidden semantics (Wu et al. 2006).
These studies indicate that social annotations capture the
complex relationship between users and web pages through
various tags, which are useful for personalized recommenda-
tion and retrieval. However, social annotations have not been
fully investigated due to the complex relationship of users
and resources. This information correlates social users with
their interested resources through tags and can be highly use-
ful for modeling user preferences in personalized document
retrieval (Zhou et al. 2008). We focus on the usage of social
annotations for personalizing search results in this study.

Existing studies have shown that social annotations are
effective in improving information retrieval performance of
different related tasks (Zhou et al. 2008; Hotho et al. 2006;
Bouadjenek et al. 2013; Pantel et al. 2012; Lin et al. 2011). In
these studies, social annotations are mostly used to generate
user-oriented features for capturing user preferences in the
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search process. For example, Zhou et al. (2008) proposed a
new generativemodel using a computationally tractable hier-
archical Bayesian network to enhance document and query
language models with social annotations. Hotho et al. (2006)
presented a formal model and a new search algorithm for
folksonomies, called FolkRank, which used the structure of
folksonomy to enhance retrieval performance. Bouadjenek
et al. (2013) proposed a personalized document representa-
tion approach for document ranking based on social activities
of users. Pantel et al. (2012) studied the utility of social
annotations in relevance-based retrieval, which largely facil-
itated future research on personalized document retrieval.
Lin et al. (2011) adopted social annotations as the source of
query expansion terms for learning to rank a set of terms and
better understanding the query intents. However, user pref-
erences are still partly ignored in these studies, which may
further enhance the retrieval performance for better fulfilling
the information needs of different users.

To fully integrate user preferences in document retrieval,
we investigate social annotations under the framework of
topic models to enhance personalized document retrieval.
Topic models have been widely used in information retrieval
tasks, which can accurately match user query and candidate
documents at the topic level for producingmore complete and
satisfactory search results. Latent Dirichlet allocation (LDA)
is a generative probabilistic topic model and has been widely
used to identify latent topics of documents within large cor-
pus. Therefore, we believe that LDA may help to capture
useful personalized information from social annotations for
document retrieval.

In the paper, we propose a novel method based on
social annotations for personalized document retrieval. Our
method makes the most of social annotations in topic model-
based retrieval from two respects: document reconstruction
and topic optimization. Document reconstruction modifies
original documents based on user tags to highlight useful
words and reduce useless words toward information needs
of users. Topic optimization improves document-topic dis-
tribution obtained from LDA to consider user interests.
Finally,we incorporate the optimized topicmodels into query
likelihood language retrieval model and conduct retrieval
based on the reconstructed documents for high personalized
retrieval performance. Experimental results show that our
method is effective in improving the retrieval performance
in comparison with the state-of-the-art baseline methods.We
summarize the main contributions of this work as follows.

(1) We propose to use social annotations to reconstruct can-
didate documents for retrieval, which highlights the key
words and reduce the redundant words in measuring the
relevance of documents.

(2) We propose tomodify the topic distribution produced by
LDA with social annotations, which increases the influ-

ence of user preferences on topic detection for better
matching candidate documents.

(3) We conduct experiments on social annotation-based
retrieval dataset, and experimental results show that our
method outperforms the baseline methods to a large
extent.

The rest of the paper is organized as follows. Section 2
introduces the related research work. Section 3 details the
proposedmethod and provides insights into ourmethod. Sec-
tion 4 reports the experimental results with in-depth analysis
and discussions. Section 5 concludes this paper and provides
future directions.

2 Related work

With the development of the Internet, Web services, such as
social annotations, have attracted much attention for facili-
tating users to obtain needed information. Social annotations
allow users to assign tags on their interested resources, such
as web pages and documents. Therefore, social annotations
can not only reflect user preferences, but also capture char-
acteristics of the tagged resources. Complex relationships
among users, resources and tags are encoded in social anno-
tations, which can be useful for various web services, such
as recommendation system and information retrieval (Godoy
and Corbellini 2016; Yu et al. 2018; Mahboob et al. 2017;
Xie et al. 2016; Zhou et al. 2017; Wang et al. 2013; Liu
et al. 2002; Martin-Bautista et al. 2002; Ibrahim and Landa-
Silva 2016; Laura and Me 2017; Abdi et al. 2017). Godoy
and Corbellini (2016) provided a comprehensive overview
of folksonomy-based recommender systems with a particu-
lar focus on link-based retrieval approaches. Yu et al. (2018)
presented a novel method to improve the quality of tag rec-
ommendation by modeling user preferences. Mahboob et al.
(2017) also focused on social annotations-based tag rec-
ommendation and proposed a heat diffusion algorithm to
tackle the problem. These recommendation-based studies
have demonstrated the usefulness of social annotations in
user modeling.

To improve the performance of document retrieval, Xie
et al. (2016) presented a generic framework to incorpo-
rate sentiment information of social tags for personalized
search by user profiles and resources profiles. Zhou et al.
(2017) proposed a novel model to construct enriched user
profiles with social annotations for query expansion. Wang
et al. (2013) proposed a novel supervised ranking aggregation
method by considering the differences among queries and
directly optimizing the NDCG metric. Liu et al. (2002) used
content-based technologies to classify and retrieve audio
clips based on a fuzzy logic system. Martin-Bautista et al.
(2002) investigated user profiles using fuzzy logic in web
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retrieval processes. Ibrahim and Landa-Silva (2016) pro-
posed a novel term weighting scheme based on average
term occurrences to improve the performance of document
retrieval. Laura and Me (2017) summarized the challenges
in semantic search engines to help law enforcements against
the online drug marketplaces. Abdi et al. (2017) proposed a
query-based text summarization method that combines the
semantic relations and syntactic compositions among words
to reduce the redundancies in summary.

Information retrieval systems aim to search relevant docu-
ments or websites for a given query to fulfill user information
needs (Lee et al. 2017). Previous studies have sought to inte-
grate social annotations to enhance retrieval performance
(Zhou et al. 2008; Hotho et al. 2006; Bouadjenek et al. 2013;
Bao et al. 2007; Xu et al. 2008; Du et al. 2016). Bao et al.
(2007) incorporated the summary and the popularity of web-
pages into PageRank algorithm to improve web search. Xu
et al. (2008) explored the categorization, keyword and struc-
ture of social annotations for personalized search. Du et al.
(2016) elaborated on the limitations of the current research
on user profiling for Folksonomy-based personalized search
and proposed amultilevel user profilingmodel by integrating
tags and ratings to achieve personalized search. These studies
have indicated that social annotations are valuable resources
to improve information retrieval. We can exploit two kinds
of information to boost retrieval performance, including the
tags and social structures.

Topic models have been widely used in IR tasks to detect
the latent topics of documents. Topic models can stimulate
the generation of documents from a probabilistic perspective,
such as probabilistic latent semantic indexing (PLSI) model
(Hofmann 1999) and the latent Dirichlet allocation (LDA)
model (Blei et al. 2003). In particular, the LDA model has
been successfully used in text mining tasks based on its solid
theoretical foundation and promising performance. A series
of variations ofLDAhave also been proposed to solve various
problems (Blei and Jordan 2003; Chen et al. 2009; Erosheva
et al. 2004; Liu et al. 2009; Newman et al. 2006; Rosen-Zvi
et al. 2004; Lu et al. 2010). For example, Lu et al. (2010)
proposed a novel probabilistic generative model to simulate
the generation of social annotations for tag prediction. Moti-
vated by their work, we incorporate social annotations into
the LDA-based topic models for personalized information
retrieval.

Most studies have treated social annotations as comple-
ments of queries or documents to capture information of
users (Zhou et al. 2008; Ramage et al. 2009). However, the
performance has been limited due to the complexity and
sparsity of social annotations. How to effectively employ
social annotations for information retrieval remains a great
challenge. To further improve retrieval performance, we pro-
pose to reconstruct candidate documents for retrieval using

social annotations andoptimize the searchprocesswith social
annotation-enhanced topic models in this study.

3 Methodology

In this section, we provide more details on our methodology.
There are two stages in our method: The first stage recon-
structs candidate documents based on social annotations;
the second stage optimizes the document-topic distribution
produced by latent Dirichlet allocation (LDA) using social
information for personalized document retrieval. Based on
the reconstructed documents, we incorporate the optimized
topic models into query likelihood language model for per-
sonalized information retrieval.

3.1 Document reconstruction

Social annotations are valuable resources to measure the
quality of documents crawled from websites. When a user
annotates a documentwith certain tags, his or her preferences
for the document are embedded in the annotations. Therefore,
social annotations can reflect user preferences, which may
be helpful in personalized document retrieval. Since social
annotations are always sparse, personalized search solely
based on social annotations cannot achieve the ideal per-
formance. To fully take advantage of social annotations, we
propose to incorporate social annotations into reconstructing
the original documents. The reconstructed documents retain
unique features of original documents andmeanwhile encode
user preference based on social annotations. We believe that
the reconstructed documents contribute to the improvement
of retrieval performancewith fewer noisy and redundant con-
tents. Next, we provide details on document reconstruction.

We first represent original documents as feature vectors
based on the textual contents and social tags of documents,
respectively. These two types of document representations
are generated using the vector space model. The dimension-
ality of the vectors is the vocabulary size of the document
collection, and each dimension in these vectors indicates the
frequency of each term in documents. Based on these two
types of representations, we obtain two representation vec-
tors of each document. Given that users always employs the
key words appearing in documents as tags to annotate docu-
ments, document representations based on social annotations
can enhance the occurrences of key words of documents.
We then add these two types of vector representations at
the element level to obtain merged document vectors. In
the merged document vectors, important words in the orig-
inal documents are highlighted by social annotations, while
other words remain the same. We refine the words in the
merged vectors to reduce the noises and redundancy in docu-
ments using the term frequency-inverse document frequency
(TFIDF) weighting scheme and keep the original number of
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words in each document. We formalize this process as fol-
lows.

(1) Given a set of documents D = {d1, d2, . . . , dk}, all
the terms and social tags in the documents constitute
a n dimensional vector space. n is the size of vocab-
ulary in the entire document collection. We represent
each document di as a document representation Wdi =
{w1

di
, w2

di
, . . . , wn

di
} and an annotation representation

Tdi = {t1di , t2di , . . . , tndi }, respectively. Each dimension in
the representations is the frequency of each term in the
given document. Namely, w1

di
represents the frequency

of the first term in the document representation. t1di rep-
resents the frequency of the first term in the annotation
representation.

(2) We add these two representations of each document at
the element level to obtain amerged document represen-
tation Mdi = {m1

di
,m2

di
, . . . ,mn

di
} for each document,

where w1
di
represents the merged frequency of the first

term. The merged representations of documents high-
light the key words in documents, and overshadow the
low-frequency words in the original documents with
social tags for further optimization.

(3) We adopt the TFIDF weighting scheme to assign
weights on each dimension of the merged represen-
tations. In the weighting process, term frequency is
counted based on the original documents and its corre-
sponding social tags, and inverse document frequency
is computed based on the entire document collection.
We denote the weights for a given document di as
Sdi = {s1di , s2di , . . . , sndi }. Theweights are then combined
with the merged representations to obtain a weighted
vector for each document, which is denoted as Vdi =
{v1di , v2di , . . . , vndi }, where vkdi

= skdi × mk
di

for each
dimension k.

(4) We sort the words based on the weights in the weighted
document vectors and refine the words by choosing
the words with the highest weights until the number
of words equals to the number of words in each origi-
nal document. We treat the refined set of words as the
reconstructed documents.

The reconstructed documents encode user preferences and
capture social information of users from the annotations,
which may contribute to personalized document retrieval.
We use the reconstructed collection to train the LDA-based
topic models with Gibbs sampling to obtain the document-
topic distribution and the topic-word distribution.

3.2 Topic model optimization

In this section, we first introduce the latent Dirichlet allo-
cation (LDA) for topic modeling, and then provide our

optimization strategy designed for document-topic distribu-
tion based on social annotations.

3.2.1 Latent Dirichlet allocation

LDA, as a generative probabilistic topic model, is a widely
used technique to identify latent topics of documents within
large corpus. The core idea of LDA is that documents are
generated as a probabilistic distribution over latent topics,
and topics are characterized by a distribution over words.
Based on this idea, each document is generated based on the
sampling strategy in Table 1.

For each document d, the LDA model generates a prob-
abilistic distribution θ over topics from the prior Dirichlet
distribution α. Each wordwm in the document d is generated
based on the topic zm and the Dirichlet prior β. We estimate
the joint probability of a topic mixture θ , a set of topics z and
a set of M words w as follows.

p(θ, z, w|α, β) = p(θ |α)

M∏

m=1

p(zm |θ)p(wm |zm, β) (1)

We then obtain the marginal distribution of a document
by integrating over θ and summing over z.

p(w|α, β) =
∫

p(θ |α)

(
M∏

m=1

p(zm |θ)p(wm |zm, β)

)
dθ

(2)

We finally obtain the probability of the entire document
collection by taking the production of the marginal probabil-
ities of single documents.

p(D|α, β) =
|D|∏

d=1

∫
p(θd |α)

⎛

⎝
Md∏

m=1

p(zdn|θ)p(wm |zdn, β)

⎞

⎠ dθd (3)

The outputs of LDA are two distributions: the document-
topic distribution and the topic-word distribution. Different
methods have been used to estimate these distributions.

Table 1 Latent Dirichlet allocation

1. Choose N ∼Poisson(ξ )

2. Choose θ ∼Dirichlet(α)

3. For each of the N words wm :

(a) Choose a topic zm ∼ Multinomial(θ)

(b) Choose a word wm from p(wm |zm , β)

a multinomial probability conditioned on the topic zm
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Topic distributions depict the various aspects of documents
with respect to given queries and contribute to personalize
retrieval results for more preferable documents. To make the
most of topic information, we modify the topic distribution
using social annotations to obtain enhanced topic model for
advanced retrieval.

3.2.2 Social annotation-enhanced topic model

In our method, we learn the LDA-based topic model
using the reconstructed document collections and obtain the
document-topic distribution and the topic-word distribution.
To further take advantage of the social information of users,
we modify the topic distribution with social annotations.

In social annotations, each document d is annotated by
a set of users Ud . Each user ui annotates the document d
with a set of tags Taguid . Therefore, users and documents
are associated with social tags, indicating user interests on
the documents in certain topics. To this end, we attempt to
represent the documents with user tags as complements to
enhance learned topic models.

Specifically, LDA assumes that eachword belongs to each
topic with a certain probability, and each topic contains each
word with a certain probability. Each tag in Taguid reflects
the interests of ui on the document and can be correlated
with a certain probability. We therefore map the tags with
the probability that the tag words belongs to each topic and
sum all the probabilities of all the tags in Taguid to obtain
a vector Gui

d . Gui
d is a non-normalized probability of topic

distribution, capturing user preferences from social anno-
tations. We then sum all the vectors at the element level
for all the annotated users of the document d and obtain a
new document-topic probability distribution Gd . We finally
integrate the new probability distribution into the learned
document-topic distribution obtained from LDA as follows.

θdnew = γ θdold + (1 − γ )Gd (4)

where θdnew is the new document-topic distribution for each
document d, and θdold is the LDA-based document-topic dis-
tribution for any document d. γ is the hyper-parameter for
linear interpolation, which controls the weights on social
annotation-based topic distribution. When γ equals 0, the
new probability distribution will be determined based on
social annotations.When γ equals 1, the new probability dis-
tributionwill be determined based on the original LDA-based
topic distribution. We normalize the probability distribution
for further optimization in personalized document retrieval.
The original LDA-based distribution models the topics of
documents based only on the contents of documents, which
ignores the user preference information for personalized doc-
ument retrieval. To capture the user preferences, we combine
the LDA-based topic distribution with the social annotation-

based topic distribution in Eq. (4). In the new document-topic
distribution, the probability of the modified topics magni-
fies the likelihood of retrieving personalized results using
annotation information, which may promote the ranking of
documents in consideration of user preferences.

3.3 Personalized document retrieval

We adopt the query likelihood language model for person-
alized document retrieval. The query likelihood language
model has been widely used in information retrieval tasks,
particularly on personalized document retrieval (Zhou et al.
2008). This model, as an important probabilistic retrieval
model, has been proved effective in improving the retrieval
and ranking accuracy of documents. Since the model is gen-
eral, abundant external information, such as user preferences,
can bewell integrated for task-specific retrieval performance.
The model assumes that query terms are generated by a
probabilistic model based on certain observed documents.
Formally, language models can be estimated as follows.

P(Q|d) =
∏

q∈Q
P(q|d) (5)

where q represents a query term in a given query Q. d is
an observed document. Candidate documents for the query
Q are then ranked based on their probabilities as the final
ranking list of documents.

The existing studies have demonstrated that smooth-
ing methods are effective in improving the performance of
language models. Different smoothing methods have been
investigated in IR tasks, among which the Jelinek–Mercer
method is particularly effective in the LDA-based retrieval.
The Jelinek–Mercer method involves a linear interpolation
of the document language model and the collection model,
which can be formalized as follows.

P(q|d) = τ

(
N

N + δ
Pd(q|d) +

(
1 − N

N + δ

)
P(q|coll)

)

+(1 − τ)Ps(q|d) (6)

where Pd(q|d) represents themaximum likelihood of a query
term q in the document d. P(q|coll) represents themaximum
likelihood of the term q in the entire document collection. N
is the total number of documents in the entire collection. δ

and τ are tunable parameters in the method. In the original
method, Ps(q|d) is based on the document-topic distribution
obtained fromLDA. In ourmethod,we attempt to incorporate
user preferences from social annotations into the distribution.
The modified Ps(q|d) will contribute to improving person-
alized document retrieval. Therefore, we compute Ps(q|d)

using the modified social annotation-enhanced topic model
θdnew based on Eq. (4). The modified Ps(q|d) can be formal-
ized as follows.
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Ps(q|d) =
K∑

i

P(q|β)
φdi∑K
j=1 φd j

(7)

where P(q|β) represents the probability that a query term
q belongs to certain topics. φd j represents the probability
that the document d contains the topic i based on the social
annotation-enhanced document-topic distribution.

Overall, our method incorporates user preferences from
social annotations into query likelihood languagemodel with
Jelinek–Mercer smoothing. The advantages of the proposed
method are twofold. On the one hand, we reconstruct the can-
didate documents with more emphasis on the user-centered
key words and less on the redundant words. On the other
hand, we modify the LDA-based topic distributions using
social annotations and integrate the new distribution into the
query likelihood languagemodel to capture user preferences.
Therefore, we believe that our method can enhance person-
alized document retrieval based on social annotations.

4 Experiments and analysis

In this section, we evaluate the proposed method using
extensive experiments and provide in-depth analysis and dis-
cussions on the experimental results.

4.1 Experimental settings

We use the dataset fromDel.ici.ous1 to evaluate the proposed
method in our experiments. Del.ici.ous is one of the largest
social annotationwebsites. Thedatasetweusedhas beenused
in the previous study (Lu et al. 2010), which contains 4414
users, 41,190 documents and 28,740 tags. Each document
has been annotated with at least 20 social tags. The number
of tags for each document is at least 1.12% of the number of
words in the document, and more than 60% documents have
more than 5% tag words. Statistics of the dataset implies
that the dataset is suitable to examine the effectiveness of the
proposed method. We treat the 50 most frequent tags in the
dataset as queries and report the retrieval performance based
on the average performance of all the queries.

We preprocess the data by removing the stopwords and
stemming the words for accurately matching the words. To
train the LDA model, we use Gibbs sampling to capture the
latent topics of the document collection D.Weempirically set
the hyper-parameters α = 0.625, β = 0.1 and numtopics =
80 following the previous study (Zhou et al. 2008; Lu et al.
2010), since the optimal performance can be achieved using
these settings. We tune the parameter γ on a development set
and observe that relatively good performance can be achieved

1 https://del.icio.us/.

when set γ = 0.8. We use 10% of the data as a development
set for parameter tuning in our experiments.

Since there is no publicly available dataset for social
annotation-based information retrieval, we manually evalu-
ate the quality of the ranking list of documents by tengraduate
students and report the average performance. Each student
annotates the relevance between a query and a retrieved docu-
ment with labels ranging from 1 to 5, where label 1 indicates
the irrelevance of a document and label 5 indicates that a
document is the most relevant one.

To ensure the correctness of the annotations, annotators
were given standards detailed instruction for potential dif-
ficult and common problems with many annotated samples.
Aside fromgiving them the detailed guidelines,wegave them
a formal training lesson and a laboratorymeeting to exchange
ideas and to discuss problems about annotation. These ten
annotators were divided to four groups with three mem-
bers for each group plus one group with one person. Using
cross-validation methods for annotation, the three-member
groups annotated, and the one-person group participated in
the final decision when there was divergence. If there was no
divergence betweenmembers in the same group, the annotat-
ing work was complete. Otherwise another group annotated
again, and the final group annotated if there was still diver-
gence. Finally, if the groups could not reach agreement on
the annotation, everyone discussed and determined the anno-
tation to ensure its accuracy and consistency.

We make public the ranked dataset and the source code
for easily reproducing and comparing in relevant future stud-
ies.2 We evaluate the performance in terms of classic IR
evaluation metrics P@5, P@10, NDCG@5, NDCG@10
and MAP@10. These metrics can completely evaluate the
performance, and higher values indicate higher retrieval per-
formance. We average the metric values by each annotator to
obtain an average performance for fair comparisons.

4.2 Comparedmodels

We compare the proposed method with four state-of-the-
art models in our experiments. In this section, we introduce
thesemodels together with different versions of the proposed
model for examining the effectiveness of the proposed opti-
mization strategies.

The first baseline model is WT-QDAU (Zhou et al. 2008).
The model used social annotations for personalized informa-
tion retrieval with a computationally tractable hierarchical
Bayesian network to combine term-level language models
with topic-level models obtained from topics in documents
and users. The second baseline model is FolkRank (Hotho
et al. 2006). The model is learned using a new search algo-
rithm FolkRank based on folksonomies, which used the

2 https://www.jianguoyun.com/p/DZWqIdgQ_66nBxiThagB.
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structure of folksonomy to enhance retrieval performance.
The third baseline model is QE-SA (Zhou et al. 2017). The
model constructed enriched user profiles with the help of an
external corpus for personalized query expansion and inte-
grated word embeddings with topic models in two groups
of pseudo-aligned documents. The fourth baseline model is
PSDR (Bouadjenek et al. 2013). The model involved a per-
sonalized document representation approach for document
ranking based on social activities of users. Parameters of
these baseline models are tuned using a development set,
and we report the optimal performance in the comparisons.

For the proposed method, we report the results of LDA-
enhanced languagemodel as the basicmodel and thenmodify
the model with document reconstruction (LDA-DR) and
topic optimization (LDA-TO), respectively, to examine the
effectiveness of these two optimization strategies. We finally
report the results of the proposed model (LDA-DR-TO). We
also report the experimental results of our model with differ-
ent parameters to illustrate the parameter tuning. The chosen
baselines, together with the proposed methods, are under
the same experimental settings for fair comparison. There-
fore, we believe that the comparisons in our experiments
are reliable to demonstrate the effectiveness of the proposed
methods.

4.3 Experimental results

In this section, we report the experimental results of differ-
ent models in Table 2. The performance is averaged over all
the fifty queries. Two-tailed paired Student t-tests (p < 0.05)
are used to examinewhether the improvements are significant
relative to the baseline models, where an asterisk indicates
significant improvements over the QE-SA model and a dag-
ger indicates significant improvements over thePSDRmodel.

From the results,weobserve that different baselinemodels
achieve diverse ranking performance, and the PSDR model
achieves the best performance among all the baseline mod-
els. The QE-SA model achieves comparable results to the
PSDR model. The LDA model outperforms the WT-QDAU
and FolkRank model, but yields slightly worse performance

than the other two baseline models. The LDA model with
document reconstruction outperforms the QE-SA and PSDR
model in terms of most evaluation metrics. Similar trend can
be observed on the results of the LDAmodel with topic opti-
mization. This finding implies that document reconstruction
and topic optimization can both contribute to retrieval per-
formance, and social annotations are useful for personalized
retrieval of documents. Furthermore, we observe that our
model with both of the optimization strategies achieves the
best performance among all the compared model. This indi-
cates the effectiveness of the proposed models.

To further examine the robustness of our model with dif-
ferent parameters, we illustrate the retrieval performance of
our models by switching the parameter γ and τ . γ controls
the interpolation ratio of the LDA-based topic model and the
annotation-based topic model, and τ controls the weights of
the topic model in the LDA-enhanced language model.

We report the experimental results with different values
of the parameter γ in Fig. 1, in which we compare four vari-
ations of our methods. The figure indicates that our method
with document reconstruction and topic optimization out-
performs other models with different γ values. The best
performance can be achieved when setting γ = 0.8. When
γ is set as values less than 0.5, the retrieval performance
varies and fluctuates for different models and monotonically
increases with the increase in the value. When γ is set more
than 0.5, the retrieval performance becomes more steady and
slightly increases with larger values. Since γ controls the
impact the social annotations in ourmethods, the results indi-
cate that LDA-based topic distribution plays an important
role in relevance matching, and social annotations contribute
more information on user preferences to enhance the person-
alized retrieval performance.

We report the experimental results with different values of
the parameter τ in Fig. 2. Different values of the parameter
τ can yield consistent improvement by our method, and the
best performance can be obtained when setting τ = 0.7. We
achieve significant improvement over the best performance
of the baseline models. This finding also shows the robust-
ness of the proposed model. Since τ reflects the impact of

Table 2 Result comparison of
different models

Models NDCG@5 NDCG@10 P@5 P@10 MAP

WT-QDAU 0.6213 0.6538 0.6335 0.6661 0.4332

FolkRank 0.6265 0.6567 0.6326 0.6662 0.4358

QE-SA 0.6449 0.6631 0.6433 0.6791 0.4413

PSDR 0.6674 0.6825 0.6689 0.6911 0.4523

LDA 0.6314 0.6598 0.6329 0.6677 0.4389

LDA-DR 0.6615∗ 0.6853 ∗ † 0.6611∗ 0.7018 ∗ † 0.4598 ∗ †

LDA-TO 0.6760 ∗ † 0.6938 ∗ † 0.6679∗ 0.7072 ∗ † 0.4617 ∗ †

LDA-DR-TO 0.6823 ∗ † 0.7014 ∗ † 0.6735 ∗ † 0.7298 ∗ † 0.4662 ∗ †
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Fig. 1 Evaluation on
performance with different
values of the parameter γ

Fig. 2 Evaluation on
performance with different
values of the parameter τ

social annotation-based topic distribution in the query like-
lihood language model, we observe that a larger value of
τ contributes to the improvement of retrieval performance.
This finding is consistent with the results in Fig. 1. There-
fore, we believe that social annotations help incorporate user
preferences through LDA-based topic models to enhance the
personalized retrieval performance.

Furthermore,we investigate the influence of the number of
queries on personalized retrieval performance. In our evalua-
tion, we treat themost frequent tags as queries.We switch the
number of the most frequent tags from 10 to 50 and report
the average retrieval performance with respect to different
numbers of queries in Fig. 3. The queries are sorted by their
frequencies fromhigh to low in advance. From the results, we
observe that our method produces the highest performance
with the most frequent 10 tags as queries. This is because the
most frequent tags involve more user information, and there-

fore, the user preferences can be better modeled for these
queries. The results indicate that social annotation is effective
in improving personalized retrieval performance. Abundant
social annotations can contribute more to the improvement
of the performance.

We attribute the improvement of our method in two
respects. One is document reconstruction, which highlights
the important words in documents by considering user tags
and meanwhile removes the redundancies of documents by
limiting the length of the reconstructed documents. The other
is topic optimization. Topic optimization enhances the topic
model learned using LDA with social annotations. Social
annotations comprehensively capture the complicated rela-
tionship among users, documents and tags, and contribute to
more effective topic models for document ranking.
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Fig. 3 Evaluation on
performance with different
numbers of the most frequent
tags as queries

5 Conclusions and future work

In this paper, we propose a novel method based on social
annotations for personalized document retrieval. Ourmethod
first reconstructs candidate documents using social tags for
documents to capture user preferences, and then, we gen-
eralize the LDA-based topic models by considering the
relationship among users, social tags and documents from
social annotations. Our method therefore encodes compre-
hensive information of social users into the ranking process
of documents, thus largely enhancing personalized document
retrieval. Experimental results demonstrate the effectiveness
of our method in comparison with baseline methods. Our
future work can be carried out from two directions. One is
to integrate the social annotation-enhanced topic models into
other types of topic models for accurately capturing the user-
oriented latent topics of documents. The other is to optimize
the ranking models, such as learning to rank models, based
on social annotations for more useful ranking lists of docu-
ments.
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