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Abstract—Early depression detection is essential to enable
healthcare professionals to effectively intervene and treat the de-
pressive conditions. In existing research, an increasing number of
psychological manifestations of depression are incorporated, and
demonstrated effective by integrating them into computational
models, particularly the emotional cues of depression. Although
emotional factors are effective in depression detection, few studies
have paid attention to the underlying depressive causal factors
hidden within social media text for depression detection. In this
paper, we propose a novel partitioned filtering network model
to extract emotional and causal features for predicting the de-
pressive users on social media. Experimental results demonstrate
the proposed model achieves superior performance over recent
baseline models on the dataset by highlighting the emotional and
causal factors.

Index Terms—Early Depression Detection, Natural Language
Processing, Social media, Deep Learning

I. INTRODUCTION

Early depression detection and timely intervention can assist
patients more effectively coping with depressive conditions
and alleviating somatic symptoms [1]. Traditionally, early di-
agnosis of depression relied on clinical judgments by medical
professionals and the use of assessment scales, such as the
Hamilton Depression Rating Scale (HAMD) [2], the Beck
Depression Inventory (BDI) and the Center for Epidemiologic
Studies Depression Scale (CES-D). However, these methods
possess inherent subjectivity, potentially leading to delays in
providing timely treatments [3]. With the rising popularity of
social media, people are more inclined to share their lives,
opinions, and emotions online, which provides significant po-
tential for exploring early depression detection features. To this
end, researchers have turned to natural language processing
(NLP) techniques on social media to develop more accurate
and applicable methods for depression detection.

Early psychological research has found that depressed per-
sons tend to exhibit distinct behaviors and speech patterns
compared to non-depressed ones [4]–[6]. Based on this find-
ing, recent studies have shown that depressed social media
users tend to frequently use absolutist words and negative
emotional vocabulary [7] , such as ’hate’ and ’suicide’, and
be more inclined to use the pronoun ’I’ [8]. These language
patterns further influence depressed patients’ living habits. For
example, they tend to express negative emotions, resulting in
releasing social media text that exhibits significant emotional
cues of depression. To capture depressive emotions on social

media, the emotional characteristics of individual depressed
users are modeled, such as the ratio of positive and negative
emotions and the temporal changes of emotions over a period
[8], [9]. Given the established correlation between emotional
expression and psychological states [10], [11], numerous stud-
ies have begun investigating the incorporation of emotional
features into automatic depression detection [10], [11] and
yielded noteworthy achievements.

Beyond emotional features, causal factors of depressed
emotions are determining and valuable on detecting depressed
users and intervening mental disorders. Depressed social me-
dia users often expressed the causes of their emotional condi-
tions when describing their affliction. The causal features can
be thus used to depict the emotional evolution law of depressed
events, and then help to trace the causal development of
depression, which contributes to better generating clinical
advice and intervening solutions. Despite the prevalence of
research focused on exploring the role of emotional features
in depression detection, causal factors of emotions are unex-
plored in prior studies.

To model the causal factors, we propose an emotion-cause
mutual interacted model for depression detection. Our model
first employs BERT to obtain semantic representations of
posts, then input the semantic representations into a partitioned
filtering network to extract emotional and causal features,
and finally combines semantic features and emotional causal
features for depression detection. Experimental results demon-
strate that our model outperforms other baseline models in
terms of experimental performance.

II. METHODOLOGY

Given a user C, we obtain his or her historical tweets in
chronological order. We represent all the tweets of C with
P = {p1, p2,. . . , pN}, where N represents the total number
of tweets. In this paper, our aim is to identify individuals
with depression by analyzing the tweets and incorporating the
semantic features F s = {fs1 , fs2 ,. . . , fsN}, emotional features
F e = {fe1 , fe2 ,. . . , feN}, and the proposed causal features F c =
{f c1 , f c2 ,. . . , f cN} from each post within the tweets. Therefore,
the task of early depression detection can be formulated as a
binary classification task on predicting the depression tendency
label ŷ of the user C. The overall architecture of the Emotion
Cause Detection model (ECD) is illustrated in Fig. 1.
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Fig. 1. Architecture of ECD. ECD consists of three components: the encoder layer, fine-grained feature extraction layer, and prediction layer.

A. Encoder Layer

In terms of text feature representation, we leverage the pre-
trained BERT language model as the underlying encoder to
yield contextualized clause representations. For the user sj ,
which corresponds to a sample in our dataset, we obtain all
the post representations X = {xsj1 , x

sj
2 , . . . , x

sj
N }.

B. Fine-grained Feature Extraction

The network structure is a recurrent feature encoder. At
the i-th time step, each unit of the network receives the
historical cell state ci−1 and hidden state hi−1 passed from
the previous (i− 1)-th time step’s unit. And we can ob-
tain the representation of the current unit’s candidate in-
formation c̃i using c̃i = tanh(Linear([xi;hi−1])). To ex-
tract fine-grained features, we utilize two feature-related
gates gei = Cummax(Linear([xi;hi−1])) and gci = 1 −
Cummax(Linear([xi;hi−1])) to partition the feature, where
Cummax(.) = Cumsum(Softmax(. )).

Both the current and historical information undergo feature
partitioning through their corresponding gates. The current
information c̃i will be divided into three partitions: current
emotion-related partition ρe,c̃i = gei ◦ gci , current cause-
related partition ρc,c̃i = gei − ρs,c̃i , and current semantic-
related partition ρs,c̃i = gci − ρs,c̃i , where ◦ denotes element-
wise multiplication. The historical emotion-related partition
ρe,ci−1 , historical cause-related partition ρc,ci−1 , and historical
semantic-related partition ρs,ci−1 for historical information
cell ci−1 are also generated in the same manner.

Next, we can obtain three feature representations combining
current information cell c̃i and historical information cell ci−1:
emotional feature fei = tanh(ρe,ci−1 ◦ci−1+ρe,c̃i ◦ c̃i), causal
feature f ci = tanh(ρc,ci−1 ◦ ci−1 + ρc,c̃i ◦ c̃i) and semantic
feature fsi = tanh(ρs,ci−1

◦ ci−1 + ρs,c̃i ◦ c̃i).

Furthermore, the current time step’s output, the hidden state
hi = tanh(ci) and the cell state ci = Linear([fei , f

c
i , f

s
i ]), is

derived from these three partitions.

C. Prediction Layer

We concatenate the emotional features with the semantic
features to derive the emotion-specific features fes, and then
we concatenate the causal features with the semantic features
to derive the cause-specific features f cs. Then the final repre-
sentation is γ = fes + fec. We feed γ into a fully connected
layer (FC) to obtain the final prediction ŷ = σ(FC(γ)).
The loss function of the depression detection task can be
formulated as:

L = −
N∑
i=1

(y log(ŷ) + (1− y) log(1− ŷ)), (1)

where N denotes the number of social media users.

III. EXPERIMENTS

A. Experimental Settings

We conduct the experiment on the eRisk2018 shared task
one dataset. We performed data cleaning on each post, break-
ing the contents into individual sentences, and manually re-
moving irrelevant or disruptive contents, such as non-English
text, URL links. We retain emojis interspersed in the text in a
separate field Emoji, considering that the use of emojis may
indicate stereotyped behaviors of depression users.

In order to validate the effectiveness of our model, we
compared with a series of baseline approaches as follows:
BiLSTM [12], BERT [13], BioBERT [14], MentalBERT [15],
EAN [16], ERAN [17]. To ensure fair comparisons, we
maintained the same hyperparameter settings of each baseline
model. Specifically, we set the maximum number of training
epochs to be 30, the batch size to be 4, the dropout rate to
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be 0.1, and the hidden layer size of the feature extraction to
be 200. Moreover, we employed a learning rate of 1e-5 along
with the linear schedule witch warm-up.

TABLE I
EXPERIMENT RESULT

Method P R F1
BiLSTM 0.50 0.13 0.21
BERT 0.64 0.47 0.54
BioBERT 0.58 0.47 0.52
MentalBERT 0.56 0.33 0.42
EAN 0.50 0.23 0.32
ERAN 0.62 0.38 0.47
ours(ECD) 0.78 0.47 0.59

B. Results and analysis

The precision(P), recall(R), and F1 score(F1) are presented
in Table I, where the best results for each metric are highlight-
ed in bold. The experimental results demonstrate that our mod-
el outperforms other baseline models on the dataset, validating
the effectiveness of our concept of effectively partitioning
emotion and cause features in text to assist in depression
pattern detection.

IV. CONCLUSION

With the development of social media platforms, more and
more people tend to share posts containing personal feelings.
These texts contain potential patterns that can differentiate
between individuals with normal emotions and depressed
emotions. In this work, we introduce the causal features into
a computation model ECD to detect early depression. Based
on our experiments, our model outperforms other baseline
models, achieving higher precision, recall, and F1 scores.
Future studies can be extended by extracting more fine-grained
emotional features and generating useful clinical advice for
social media users.
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