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Abstract
Relation reasoning in temporal knowledge graph infers unknown
or emerging relational dependencies from historical structured data.
Traditional approaches face inherent limitations in capturing com-
plex semantic correlations and structural patterns among relations.
To tackle this problem, we propose the Relational Multi-path En-
hancement network (RME), which primarily focuses on relation
modeling to enrich relation representations through comprehen-
sive multi-path analysis. RME consists of five key components: (1)
Controlled random walk module creates multi-hop head-to-tail
paths using an adaptive stopping rule that balances short- and
long-term connections. (2) Shared path extraction module identifies
both shared-head paths and shared-tail paths. (3) Time-decayed
path encoding module processes these paths differently. (4) Gated
information aggregation module combines path information to
determine which parts matter most. (5) Attention decoding mod-
ule makes the final prediction by focusing on the most relevant
path features. Experiments on multiple TKG benchmark datasets
demonstrate that RME outperforms the state-of-the-art methods in
relation multi-path reasoning.

CCS Concepts
• Computing methodologies → Temporal reasoning.
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1 Introduction
Temporal Knowledge Graphs (TKGs) extend traditional knowledge
graphs by adding time-aware facts [17]. Formally, a TKG contains
timestamped graph snapshots, where each fact is represented as
a quadruple (𝑠, 𝑟, 𝑜, 𝑡), the subject entity 𝑠 , the relation 𝑟 , the ob-
ject entity 𝑜 , and the timestamp 𝑡 . TKGs track how relationships
change over time and show the full lifespan of knowledge (creation,
modification, and end) through time-based patterns [28].

Relation reasoning in TKGs predicts the correct relationship
for a given subject-object pair (𝑠, 𝑜) at time 𝑡 , capturing how in-
teractions evolve over time. Beyond static entity modeling, this
dynamic process better reflects real-world systems. For example,
in international diplomacy, relations may shift gradually from
trade_partner to military_ally over a decade, then suddenly
deteriorate into diplomatic_tension due to geopolitical crises.
Accurately predicting such changes enables proactive decision-
making, highlighting the importance of relation modeling.

However, current TKG reasoning research faces limitations in
capturing these dynamics. Most existing methods are not specif-
ically tailored for relation reasoning; rather, they are designed
to handle both entity and relation inference jointly, often treat-
ing relational dynamics as a byproduct of entity-centric model-
ing [10, 13, 16]. As a result, their performance is notably weak on
queries that require explicit relational path reasoning. Some recent
LLM-based approaches [1, 6] demonstrate efficacy in harnessing
textual semantics for relation-only prediction tasks, but their capa-
bility to explicitly model relational dynamics remains constrained.
Specifically, these methods exhibit limitations in capturing evolu-
tionary properties, which are critical for reasoning over complex
relational trajectories.
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A Relation Reasoning Example:

（South Korea, ?, USA, 2014-05-15）

Figure 1: An illustrative example of temporal relational rea-
soning in TKG extrapolation. The blue content shows the
query quadruple (South Korea, ?, USA, 2014-05-15) to be pre-
dicted. Supporting evidence comes from (i) closed paths such
as SouthKorea→ Japan→USA, (ii) shared-head paths reflect-
ing South Korea’s cooperative actions toward other countries
(China, Philippines, Japan), and (iii) shared-tail paths show-
ing that USA received friendly intents from other countries
(Japan, Germany, India). We can rely on these structured re-
lational paths, rather than solely entity interactions, to infer
the missing relation.

These challenges become even more pronounced in TKG ex-
trapolation setting (𝑡 > 𝑡 |𝑇 | ), where models must predict future
relations beyond the observed timeline. As shown in Figure 1, the
prediction of future relations (e.g., between South Korea and USA
on 2014-05-15) cannot rely solely on entity embeddings. Instead, re-
lational paths such as South Korea→ Japan→ United States, South
Korea→ China/Philippines/Japan, Germany/India/Japan→ USA,
provide essential temporal patterns, revealing the necessity of mod-
eling both temporal relation evolution and semantic dependencies
between relation types for accurate inference.

To address the challenges of modeling dynamic relational evolu-
tion in TKGs, we propose the Relational Multi-path Enhancement
network (RME). RME constructs a relational graph with relations
as nodes and three relation interaction patterns as typed edges,
enabling structured representation of relational dependencies, e.g.,
attribute cooccurrence, temporal causality, and collaborative ef-
fects. Based on the relational graph, RME starts with employing
controlled random walks within a sliding temporal window to
sample multi-hop head-to-tail relational paths. Then, RME identi-
fies two key patterns: shared-head paths from source entities and
shared-tail paths to destination entities, and applies decay weights
to recent paths and Temporal Convolutional Networks(TCN) [3] to
shared patterns. Next, RME uses gated relation aggregation to com-
bine these features, dynamically adjusting their importance. Finally,
RME predicts the candidate relations using attention weights.

In summary, the main contributions of this paper are as follows:

• By treating relations as graph nodes and three relation in-
teraction patterns as typed edges, RME explicitly captures
temporal dependencies, enhancing the model’s ability to dis-
tinguish between attribute co-occurrence, temporal causality,
and collaborative effects in temporal reasoning.

• The combination of TCN-based local feature extraction and
gated attention for global dependency modeling allows the
model to handle both short-term relational trends and long-
range path semantics, outperforming static aggregationmeth-
ods.

• By decoupling entity and Relation reasoning, RME focuses
on dynamic modeling of relation evolution, achieving signif-
icant improvements on benchmark datasets like ICEWS14
and GDELT for future timestamp prediction tasks, where
traditional models struggle with unseen temporal contexts.

2 Related work
This section presents an overview of existing methodologies for
entity and relation reasoning in TKGs, focusing on extrapolation.

2.1 Entity Reasoning in TKGs
The approaches are broadly classified into deep learning-driven
knowledge representation modeling methods, logic rule-based sym-
bolic reasoning approaches and the hybrid methods.

Early deep learning approaches for entity prediction in TKGs fo-
cused on fusing temporal sequence modeling with graph structures.
RE-NET [9] pioneered a recurrent neural network (RNN)-based
framework, encoding query-specific subgraph sequences to capture
short-range temporal dependencies in entity interactions. Building
on this, REGCN [16] integrates relational semantics via RGCNs for
enhanced entity-relation dependency encoding, yet suffers from
fixed-length context constraints limiting long-range pattern cap-
ture. DHME [18] proposed a layered framework to decompose TKG
evolution into multi-level temporal and relational message-passing
stages, capturing hierarchical dependencies in entity dynamics. De-
spite these improvements, neural models often overlook logical
constraints, leading to potential inconsistencies in extrapolation.

Rule-based entity prediction extracts temporal-logical patterns:
TLogic [19] employs temporal random walks within an MDP frame-
work to mine cyclic rules with relative time encoding for inductive
entity inference, yet suffers from temporal redundancy inflating
rule confidence; TR-Rules [14] counters this through temporal-
window rule confidence aggregation and redundant body merg-
ing—enhancing accuracy while introducing acyclic rule mining,
revealing sensitivity to dynamic graph sampling efficiency.

Recent hybrid approaches aim to combine neural and symbolic
strengths. CRmod [30] integrated GCNs with six temporal logic
rules (e.g., symmetry, transitivity), encoding contextual neighbor
relevance while enforcing structural constraints. TiPNN [7] adopted
an entity-agnostic approach, constructing history temporal graphs
to model query-aware paths via principal neighborhood aggre-
gation, thus enabling inductive reasoning without entity-specific
embeddings. ILR-IR [21] fused GRU-encoded temporal paths with
one-class matching loss, leveraging both causal path embeddings
(symbolic) and entity interaction frequencies (neural) for zero-shot
cross-dataset reasoning. TRPG [2] extended this by calculating
rule confidence via matrix norms, enabling dynamic entity predic-
tion through high-confidence temporal path rules. Despite these
advances, symbolic methods face challenges in balancing rule com-
pleteness with computational efficiency and modeling fine-grained
temporal nuances (e.g., non-periodic dynamics).
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2.2 Relation Reasoning in TKGs
Most existing relation reasoning methods are designed to handle
both entity and relation inference jointly. Convolutional architec-
tures have been pivotal in relation prediction, leveraging spatial
feature extraction for relational semantics. Conve [5] and Con-
vTransE [24] applied CNNs to encode entity-relation interactions,
capturing local geometric patterns in TKGs. Graph-based models
further refined relational reasoning: RGCRN [23] combined GCNs
with RNNs to model temporal-relational dynamics, while REGCN
[16] introduced relational graph convolutions to propagate informa-
tion along relation-specific edges, enhancing structural dependency
modeling. REGAT [13] augmented this with relational attention
mechanisms, adaptively weighting multi-hop relational paths to
prioritize contextually relevant interactions. Meanwhile, temporal
evolution modeling has emerged as a key direction. EvoKG [22]
employed evolutionary graph neural networks to track relation
changes over time, capturing dynamic relational trends (e.g., policy
shifts in diplomatic TKGs). Tensor factorization models like Tuck-
ERTNT [26] extended their utility to relation prediction by decom-
posing TKGs into latent temporal-relational factors, while CyGNet
[29] used cyclic units to model periodic relational patterns (e.g., sea-
sonal business partnerships). CEN [15] addressed variable-length
pattern learning via a length-aware CNN and curriculum learning,
enabling the model to adapt to evolving relational dynamics at
different temporal scales. BH-TDEN[25] enhances relation predic-
tion by integrating adaptive relation updating and time-difference
evolutional encoding, further modeling temporal gap uncertainty,
enabling probabilistic predictions for complex real-world dynamics.

Recently, emerging methodologies dedicated exclusively to re-
lation prediction have begun leveraging large language models to
capture relational semantics and dynamics. znLLM [6] targets zero-
shot prediction by aligning T5-generated semantic embeddings
with temporal graph structures through GRU networks, directly
mapping enriched relation descriptions into latent representations
for unseen relation reasoning; whereas RPLLM [1] establishes a
classifier by fine-tuning Llama 2 for multi-label sequence classifi-
cation, operating solely on entity name pairs without description
texts or entity embeddings, thereby decoupling relation predic-
tion from any entity-level representation learning and emphasizing
semantic-driven efficiency.

However, while recent advancements have begun to explicitly
model relational dynamics, many mainstream approaches still un-
deremphasize intrinsic properties of relational evolution such as
multi-hop interactive patterns and sequential dependencies. This
can result in suboptimal performance for complex temporal scenar-
ios that require explicit, path-based relational reasoning. To better
address these challenges, we propose the relational multi-path en-
hancement network. Our model adaptively constructs and filters
multi-hop paths to capture both recent and long-term relational con-
nections, and processes them through time-aware weighting and
adaptive fusion to better model evolving relationship structures.

3 Method
3.1 Preliminary
3.1.1 Notation and Task Definition. A Temporal Knowledge Graph
(TKG) is formalized as G = {G1,G2, . . . ,G𝑇 }, where each snapshot

G𝑡 represents a multi-relational directed graph at timestamp 𝑡 ∈ T .
Here, E, R, T , and F denote the sets of entities, relations, times-
tamps, and facts, respectively. A fact is represented as a quadruple
(𝑒𝑠 , 𝑟 , 𝑒𝑜 , 𝑡), signifying a directed edge from subject entity 𝑒𝑠 ∈ E
to object entity 𝑒𝑜 ∈ E via relation 𝑟 ∈ R at time 𝑡 ∈ T . To en-
able bidirectional reasoning, each quadruple is augmented with
its inverse (𝑒𝑜 , 𝑟−1, 𝑒𝑠 , 𝑡). The extrapolated temporal knowledge
graph relation reasoning task focuses on predicting future facts at
𝑡 > 𝑇 . Given historical facts {(𝑒𝑠𝑖 , 𝑟𝑖 , 𝑒𝑜𝑖 , 𝑡𝑖 ) | 𝑡𝑖 < 𝑡𝑞}, the goal is
to resolve queries of the form (𝑒𝑠𝑞 , ?, 𝑒𝑜𝑞 , 𝑡𝑞).

3.1.2 Interaction Patterns between Relations. As depicted in Figure
2, we introduce three fundamental interaction patterns between
relations [4].

(1) Head-to-Head (H-H): Relations sharing common head entities
(e.g., (𝑃𝑒𝑟𝑠𝑜𝑛,𝑤𝑜𝑟𝑘𝑠_𝑎𝑡,𝐶𝑜𝑚𝑝𝑎𝑛𝑦) and (𝑃𝑒𝑟𝑠𝑜𝑛, 𝑙𝑖𝑣𝑒𝑠_𝑖𝑛,𝐶𝑖𝑡𝑦)), in-
dicating attribute cooccurrence relationships originating from the
same entity.

(2) Head-to-Tail (H-T): Multi-hop relation sequence forming
entity transition chains (e.g., (Drug, treats, Disease) → (Disease,
𝑐𝑎𝑢𝑠𝑒𝑑_𝑏𝑦, 𝑉𝑖𝑟𝑢𝑠)), capturing temporal causality dependencies.

(3) Tail-to-Tail (T-T): Relations converging to shared tail entities
(e.g., (𝐴𝑟𝑡𝑖𝑠𝑡, 𝑐𝑟𝑒𝑎𝑡𝑒𝑠, 𝐴𝑟𝑡𝑤𝑜𝑟𝑘) and (𝑀𝑢𝑠𝑒𝑢𝑚, 𝑒𝑥ℎ𝑖𝑏𝑖𝑡𝑠, 𝐴𝑟𝑡𝑤𝑜𝑟𝑘)),
representing collaborative effects toward common targets.

This structured representation enables our model to differentiate
among attribute co-occurrence (H-H), temporal causality (H-T),
and collaborative effects (T-T), when propagating relational signals.
Compared with conventional approaches, our interaction-focused
design achieves more precise and straight representations.

T-T
𝒓𝟏 𝒓𝟐

H-H
𝒓𝟏 𝒓𝟐

H-T
𝒓𝟏 …

H-T
𝒓𝒏

𝒓𝟏

𝒓𝟐

𝒓𝟏

𝒓𝟐

…𝒓𝟏 𝒓𝒏

（1） （2） （3）

Figure 2: The upper figure shows a common TKG subgraph,
where entities are connected by relations. The lower figure
presents the corresponding dynamic relation interaction
view in terms of interaction patterns: H-H, H-T, T-T.

3.1.3 Relational Graph Definition. Building on the three interac-
tion patterns defined in Section 3.1.2, we formalize a relational
graph RG = (R, Elink,T) to explicitly model dynamic relations
and their temporal dependencies. In this graph, nodes are relations
𝑟 ∈ R, serving as first-class citizens to capture the semantic dynam-
ics of entity interactions (e.g., "works_at", "causes"). Typed Edges
are categorized into three types, directly corresponding to the in-
teraction patterns: H-H Edges encode co-occurrence of relations
sharing the same head entity, H-T Edges represent sequential de-
pendencies in multi-hop entity transition chains, T-T Edges model
convergent interactions toward shared-tail entities.

The graph structure preserves the sparsity of real-world TKGs,
with disconnected nodes indicating relations lacking observed
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Figure 3: The framework of the RME.

entity-sharing interactions. By treating relations as graph nodes,
RG enables our model to leverage topological features (e.g., multi-
hop paths, clustering coefficients) for reasoning, unlike conven-
tional entity-centric models that overlook relational dynamics.

3.2 Overall Architecture
Based on the relational graph defined in section 3.1.3, the RME
framework shown in Figure 3 implements dynamic relational rea-
soning over temporal knowledge graphs through five synergistic
modules. First, the Controlled RandomWalk module generates
multi-hop head-to-tail relational paths within a sliding temporal
window, employing a dynamic termination mechanism to balance
the exploration of short-term interactions and long-term dependen-
cies while automatically constructing positive and negative training
samples. Subsequently, the Shared Path Extraction module iden-
tifies two types of structured patterns from raw paths: shared-head
paths (temporally correlated paths originating from the source
entity) and shared-tail paths (convergent paths targeting the des-
tination entity), enhancing repetitive temporal patterns through
clustering. These paths are then processed by the Time-Decayed
Path Encoding module, where head-to-tail paths are modeled
with exponential decay weights to prioritize temporal relevance,
while shared paths undergo temporal convolutions to capture cross-
temporal structural features. TheGatedRelationGraph Informa-
tion Aggregation module adaptively fuses multi-hop reasoning
features with structural regularity features, dynamically adjusting
the contribution weights of different paths based on contextual rele-
vance. Finally, theAttention Decodingmodule performs semantic
matching between the fused representation and candidate relations,
prioritizing discriminative paths through attention mechanisms for
precise prediction. By hierarchically integrating temporal decay,
structural clustering, dynamic fusion, and context-aware process-
ing, this architecture achieves layered interpretation of complex
relational patterns in evolving knowledge graphs.

3.3 Controlled RandomWalk
RME employs a controlled random walk strategy to extract head-to-
tail paths over TKGs, dynamically generating both positive and neg-
ative path samples for training. Given a query𝑄 = (𝑒𝑠 , ?, 𝑒𝑜 , 𝜏𝑞), the
model infers the target relation 𝑟ℎ by exploring multi-hop relational

paths connecting 𝑒𝑠 and 𝑒𝑜 within a temporal window [𝜏𝑞 −Δ𝑡, 𝜏𝑞].
The algorithm uses a biased random walk process with termination
control to balance the generation of positive samples (valid paths
ending at 𝑒𝑜 ) and negative samples (paths terminating prematurely
at other entities). Starting from entity 𝑒𝑠 , the walk proceeds iter-
atively. At each step 𝑖 , with probability 𝜌 , the walk terminates;
otherwise, it transitions to a neighboring entity. This termination
mechanism serves a dual purpose: (1) Positive Samples: If the walk
terminates at 𝑒𝑜 , the generated path 𝑝 = [𝑟1, 𝑟2, . . . , 𝑟𝑚] is treated
as a positive sample for the target relation 𝑟ℎ . (2) Negative Samples:
If the walk terminates at any entity 𝑒 𝑗 ≠ 𝑒𝑜 , the path is treated as a
negative sample, representing a seemingly plausible but incorrect
relation path. The transition probability to entity 𝑒𝑖 from 𝑒𝑖−1 is:

𝑝 (𝑒𝑖 | 𝑒𝑖−1) =
{ 1−𝜌
|𝑁 (𝑒𝑖−1 ) | , if (𝑒𝑖−1, 𝑟 , 𝑒𝑖 , 𝑡) ∈ G and 𝑡 ∈ [𝜏𝑞 − Δ𝑡, 𝜏𝑞],
0, otherwise.

(1)

where |𝑁 (𝑒𝑖−1) | denotes the number of adjacent entities of 𝑒𝑖−1
within the temporal window.

The parameter 𝜌 ∈ [0, 1] critically balances the composition of
positive (paths reaching 𝑒𝑜 ) and negative (prematurely terminated
paths) samples: smaller values (e.g., 𝜌 = 0.1) favor longer walks that
increase positive sample generation but risk overfitting in sparse
data, while larger values (e.g., 𝜌 = 0.9) promote shorter walks with
diverse negative samples, enhancing discriminative learning at the
cost of reduced positive coverage. In practice, 𝜌 is tuned to reconcile
sample diversity with training efficiency. Each sampled head-to-
tail path 𝑝 = [𝑟1, 𝑟2, . . . , 𝑟𝑚] corresponds to a sequence of entity
transitions 𝑒𝑠

𝑟1−−→ 𝑒1
𝑟2−−→ . . .

𝑟𝑚−−→ 𝑒𝑜 . Here the target relation 𝑟ℎ is
defined as the direct edge between 𝑒𝑠 and 𝑒𝑜 (or "null" if absent) in
the TKG.

3.4 Shared Path Extraction
This module extracts two types of temporal relational patterns (1)
Shared-head Paths: All multi-hop paths starting from 𝑒𝑠 with
edges observed at timestamp 𝜏𝑘 . (2) Shared-tail Paths: All multi-
hop paths ending at 𝑒𝑜 with edges observed at timestamp 𝜏𝑘 . As
depicted in Figure 4, shared-tail paths are characterized by diverse
intermediate entities connecting to a shared tail entity (𝑒𝑜 ) through
multi-hop relations at varying timestamps. Clustering analysis of
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Figure 4: Schematic of multi-temporal head entitiy and tail
entity.

these paths reveals associative patterns of the target entity, exempli-
fied by temporal behaviors in social networks where users engage
with the same event at different times. Extracting such shared paths
enables the model to filter noise effectively and amplify recurrent
interaction patterns, thereby supplying structured inputs to down-
stream encoding modules. Formally, for each timestamp 𝜏𝑘 ∈ 𝑇 , we
define:

𝑃ℎℎ (𝜏𝑘 ) = {RelEmb(𝑟 ) | (𝑒𝑠 , 𝑟 , 𝑒𝑖 , 𝜏𝑘 ) ∈ G} (2)

𝑃𝑡𝑡 (𝜏𝑘 ) = {RelEmb(𝑟 ) | (𝑒𝑖 , 𝑟 , 𝑒𝑜 , 𝜏𝑘 ) ∈ G} (3)

where RelEmb(𝑟 ) ∈ R𝑑 is the 𝑑-dimensional embedding of relation
𝑟 ; 𝑃hh (𝜏𝑘 ) and 𝑃tt (𝜏𝑘 ) denote the sets of relation embeddings for
shared-head paths starting from 𝑒𝑠 and shared-tail paths ending at
𝑒𝑜 at 𝜏𝑘 , respectively.

To model temporal dependency, we introduce a decay coefficient
𝜆 ∈ (0, 1], and compute the time difference Δ𝜏𝑘 = 𝑇 − 𝜏𝑖 relative to
the query time 𝑇 . The decayed weights are calculated as 𝛾𝑖 = 𝜆Δ𝜏𝑘 .
This exponential decay mechanism is motivated by three key con-
siderations: First, facts closer to the query time 𝑇 are assumed to
exert stronger influence on current predictions. Second, historical
contributions diminish monotonically with increasing time gaps,
avoiding abrupt cutoffs. Third, the decay function 𝛾𝑖 = 𝜆Δ𝜏𝑘 inher-
ently satisfies the solution to the differential equation 𝑑𝛾

𝑑Δ𝜏 = −𝜅𝛾
(𝜅 = − ln 𝜆), eliminating recursive temporal computations while ex-
plicitly modeling time-sensitive patterns. The parameter 𝜆 controls
the attenuation rate: When 𝜆 → 1, 𝛾𝑖 ≈ 1 preserves all historical
interactions equally, suitable for time-invariant or long-term depen-
dency scenarios. When 𝜆 → 0, 𝛾𝑖 decays rapidly with Δ𝜏𝑘 , focusing

only on recent patterns for fast-evolving relationships (e.g., social
media trend propagation).

Considering the time decay, we aggregate 𝑃ℎℎ (𝜏𝑘 ) and 𝑃𝑡𝑡 (𝜏𝑘 )
into a vector representation vℎℎ (𝜏𝑘 ) and v𝑡𝑡 (𝜏𝑘 ) using a pooling
operation (e.g., mean or attention mechanism):

vℎℎ (𝜏𝑘 ) = 𝛾𝑖 · Pool (𝑃ℎℎ (𝜏𝑘 )) (4)

v𝑡𝑡 (𝜏𝑘 ) = 𝛾𝑖 · Pool (𝑃𝑡𝑡 (𝜏𝑘 )) (5)

These per-timestamp representations 𝑣ℎℎ and 𝑣𝑡𝑡 are then chrono-
logically ordered to construct temporal sequences. Specifically, for
all timestamps {𝜏1, 𝜏2, ..., 𝜏𝑙 } within the query window [𝜏𝑞 −Δ𝑡, 𝜏𝑞],
we concatenate the decayed vectors to form structured inputs for
temporal pattern learning:

𝑉ℎℎ = [vℎℎ (𝜏1), vℎℎ (𝜏2), . . . , vℎℎ (𝜏𝑙 )] (6)

𝑉𝑡𝑡 = [v𝑡𝑡 (𝜏1), v𝑡𝑡 (𝜏2), . . . , v𝑡𝑡 (𝜏𝑙 )] (7)

This hierarchical encoding framework achieves two critical ob-
jectives: first, the decay coefficient 𝛾𝑖 = 𝜆𝑇−𝜏𝑘 explicitly prioritizes
recent interactions while retaining historical context. Second, by
arranging path representations into ordered sequences ( 𝑉ℎℎ and
𝑉𝑡𝑡 ), the model captures evolving relational dynamics through sub-
sequent temporal convolutions, enabling learning across time.

3.5 Time-Decayed Path Encoding
To encode temporal dependencies within head-to-tail paths man-
ifesting as a relation node sequence [𝑟1, 𝑟2, . . . , 𝑟𝑘 ] with length 𝑘 ,
we extend the above-mentioned decay mechanism as follows.

First, each node undergoes time-decay encoding. For the 𝑖-th
relation 𝑟𝑖 with timestamp 𝜏𝑖 , we compute its decay coefficient
𝛾𝑖 = 𝜆

𝑇−𝜏𝑖 , and the decayed node representations pℎ𝑡,𝑖 .

pℎ𝑡,𝑖 = 𝛾𝑖 · RelEmb(𝑟𝑖 ) (8)

Subsequently, pℎ𝑡,𝑖 are fed into a TCN for encoding:

hTCN
ℎ𝑡

= TCN( [pℎ𝑡,1, pℎ𝑡,2, . . . , pℎ𝑡,𝑘 ]) (9)

Finally, the self-attention mechanism is applied to hTCN
ℎ𝑡

. Queries,
keys, and values are defined as:

Q = hTCN
ℎ𝑡

W𝑞, K = hTCN
ℎ𝑡

W𝑘 , V = hTCN
ℎ𝑡

W𝑣 (10)

where W𝑞,W𝑘 ,W𝑣 ∈ R𝑑×𝑑 represent parameter matrices. Upon
this, we compute the attention scores as:

𝛼𝑖, 𝑗 =
Q⊤
𝑖
K𝑗

√
𝑑

+Mask(𝑖, 𝑗) (11)

aℎ𝑡 = Softmax(𝛼)V (12)

where Mask(𝑖, 𝑗) serves to mask invalid relation nodes (such as
nodes outside the path), and the head-to-tail path representation
hℎ𝑡 is derived by taking the average of the attention outputs:

hℎ𝑡 =
1
𝑘

𝑘∑︁
𝑖=1

aℎ𝑡 [𝑖] (13)

For shared-head and shared-tail paths, we independently process
the temporal sequences 𝑉ℎℎ and 𝑉𝑡𝑡 via TCNs:
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hℎ = TCN(𝑉ℎℎ) = TCN( [vℎℎ (𝜏1), vℎℎ (𝜏2), . . . , vℎℎ (𝜏𝑙 )]) (14)

h𝑡 = TCN(𝑉𝑡𝑡 ) = TCN( [v𝑡𝑡 (𝜏1), v𝑡𝑡 (𝜏2), . . . , v𝑡𝑡 (𝜏𝑙 )]) (15)

3.6 Gated Relation Graph Information
Aggregation

To address the heterogeneity of relational path types of temporal
knowledge graphs, the gated relation graph information aggre-
gation module is designed to adaptively fuse multi-source path
representations, including head-to-tail paths, shared-head paths,
and shared-tail paths. This module dynamically weighs the im-
portance of different path types, enabling the model to suppress
irrelevant contextual noise and prioritize discriminative relational
features for reasoning.

First, we concatenate the head-to-tail path representation hℎ𝑡 ,
the shared-head relation path representation hℎ , and the same-
tail relation path representationh𝑡 along the last dimension. Then,
apply a linear transformation W𝑔 and a bias term b𝑔 , followed by a
sigmoid function, to obtain the gating vector g:

g = 𝜎
(
W𝑔 [hℎ𝑡 ⊕ hℎ ⊕ h𝑡 ] + b𝑔

)
(16)

where 𝜎 is the sigmoid function, ⊕ denotes the concatenation opera-
tion,W𝑔 is the linear transformation matrix, and b𝑔 is the bias term.
The gating vector g acts as a regulator, determining the contribu-
tion of each component (hℎ𝑡 , hℎ , h𝑡 ) to the final representation. For
example, when g is close to 1, the head-to-tail path representation
hℎ𝑡 dominates, indicating higher importance in current context.

Finally, fused representation hfused is obtained through aweighted
combination controlled by the gating vector g, which integrates
the head-to-tail path representation with the sum of shared-head
and sharde-tail relation path representations:

hfused = g ⊙ hℎ𝑡 + (1 − g) ⊙ (hℎ + h𝑡 ) (17)

where ⊙ denotes element-wise multiplication.This mechanism al-
lows the model to adaptively fuse different types of path informa-
tion, enhancing the richness of the relational graph representation.

3.7 Attention Decoding
The attention decoding mechanism serves as the final inference
layer, translating the fused relational representation hfused into
a probability distribution over candidate relations. This module
leverages a query-key-value attention framework to measure the
semantic compatibility between the input context and each possible
relation, mimicking human-like reasoning that prioritizes contex-
tually relevant relationships.

Construct a relation embedding matrix R ∈ R | R |×𝑑 , where each
row R𝑟 represents the learned embedding of relation 𝑟 . Using hfused
as the query vector, to mitigate dimensionality effects, the model
computes a score for each candidate relation 𝑟 via a dot-product
similarity metric scaled by 1√

𝑑
:

Score(hfused, 𝑟 ) =
h⊤fusedR𝑟√

𝑑
(18)

This score reflects the degree of semantic alignment between the
input path-based context and the relational semantics encoded

in R𝑟 . The scores are then normalized via a softmax function to
generate a probability distribution over all relations:

𝑝 (𝑟 |𝑄) = Softmax({Score(hfused, 𝑟 )}𝑟 ∈R ) (19)

This distribution allows the model to predict the most likely target
relation for the query 𝑄 = (𝑒𝑠 , ?, 𝑒𝑜 , 𝜏𝑞) by selecting the relation
with the highest probability. The attention-based design not only
enhances the model’s interpretability but also enables efficient han-
dling of large relation spaces by focusing on contextually relevant
candidates.

3.8 Loss Function
In the temporal knowledge graph relation reasoning task, the model
must learn temporal dependencies and relational semantics from
historical facts to predict future relations. As the task essentially
involves multi-class classification with discrete relation labels, the
Cross-Entropy Loss is widely adopted. It measures the probability
divergence between the model’s predictions and true labels, guiding
the model to maximize the likelihood of correct relations.

Suppose the dataset D contains 𝑁 samples, where each sample
is a query 𝑄𝑖 = (ℎ𝑖 , ?, 𝑡𝑖 ,𝑇𝑖 ) with the corresponding ground-truth
relation 𝑟∗

𝑖
. To enhance the model’s ability to distinguish correct

relations from incorrect ones, we utilize the negative samples gen-
erated during the controlled random walk. These negative samples
help the model learn to reject implausible relations and focus on
discriminative features. The model’s objective is to minimize the
cross-entropy loss over both positive and negative samples. The
loss function L is defined as:

L = − 1
𝑁

𝑁∑︁
𝑖=1

[log𝑝 (𝑟∗𝑖 |𝑄𝑖 ) +
1
|𝐾 |

∑︁
𝑟 ∈R𝑛𝑒𝑔

𝑙𝑜𝑔(1 − 𝑝 (𝑟 |𝑄𝑖 ))] (20)

where 𝐾 denotes the number of negative samples corresponding
to one positive sample, and R𝑖

𝑛𝑒𝑔 represents the set of negative
relations generated for query 𝑄𝑖 . This formulation ensures the
model is penalized for both incorrect positive predictions and high
confidence in negative relations.

The model is trained by minimizing the above loss function
L to improve its performance on the temporal knowledge graph
relation reasoning task. For inference, RME retrieves edge-type
subgraphs corresponding to query relations and uses temporal
attention to compute similarity with candidate relations, enabling
accurate prediction of future interactions.

4 Experiment
4.1 Experimental Setup
4.1.1 Datasets. We evaluate on standard TKG reasoning bench-
marks: ICEWS-14 [8], YAGO [20], GDELT [12], and WIKI [11].
These datasets are widely adopted for their rich temporal anno-
tations and diverse relations. For GDELT, we use the subset from
[27] covering events from April 1, 2015 to March 31, 2016. Dataset
statistics are shown in Table 1.

4.1.2 Baselines. To comprehensively evaluate the performance of
RME on the relation reasoning task, we compare it against a diverse
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Table 1: Statistics of the datasets.

Datasets Entities Relations Train Valid Test Time gap Snapshot numbers
ICEWS14 7,128 230 74,845 8,514 7,371 24 hours 365
GDELT 500 20 2,733,685 341,961 341,961 1 year 366
WIKI 12,554 24 539,286 67,538 63,110 1 year 232
YAGO 10,623 10 161,540 19,523 20,026 24 hours 189

set of state-of-the-art TKG reasoning models, providing a strong
foundation for comparison.

• ConvE[5] and ConvTransE[24] leverage convolutional neu-
ral networks to encode relational patterns in static KGs, treat-
ing timestamps as static attributes or ignoring temporal dy-
namics.

• RGCRN[23] and REGCN[16] combine GNNs with recurrence
or static convolutions to propagate relational features across
multi-hop paths.

• CygNet[29] and EvokG[22] focus on temporal evolution by
integrating state transition mechanisms or event-based dy-
namics, capturing how relations change over time.

• RE-GAT[13] introduces attention mechanisms to weigh re-
lational importance in GNN-based aggregation, enhancing
interpretability in dynamic KG inference.

• CEN[15] explicitly models temporal dependencies via hier-
archical attention, emphasizing the order and recency of
events in knowledge graph reasoning.

• TuckeRTNT[26] employs tensor decomposition (Tucker fac-
torization) to model multi-relational interactions, extending
static embedding frameworks to temporal contexts.

By comparing against this diverse set of state-of-the-art models,
we rigorously demonstrate RME’s superior capability in capturing
complex relational dynamics for temporal reasoning.

4.1.3 Implementation and Hyperparameters. Our model is imple-
mented using PyTorch, with baseline parameters strictly aligned
with the configurations reported in the original literature. For all
datasets, in the random walk process, specific hyperparameters are
configured as follows: the history window length Δ𝑡 is set to 3, the
path termination probability 𝜌 is fixed at 0.05, and the maximum
number of walk steps per query quadruple is capped at 10,000. Dur-
ing training, the decay factor 𝜆 is set to 0.9, and the batch size is
configured as 5,000. The embedding dimension 𝑑 is uniformly set to
256. Hyperparameter values are determined through validation-set
optimization, specifically by maximizing the Mean Reciprocal Rank
(MRR) on each validation split. Model parameters are initialized
via the Xavier initialization scheme and optimized using the Adam
optimizer with a fixed learning rate of 0.005.

4.1.4 Evaluation Metrics. In the Relation reasoning task, the model
scores and ranks the candidate relation set of the relations to be
inferred in the test set, and selects the relation with the highest
rank as the prediction result. The evaluation metrics used in the
experiment include Mean Reciprocal Ranking (MRR) and hit rates
at positions 1/3/10 (Hits@1/3/10) for the target relation in the rank-
ing results.Among them, the MRR metric measures the model’s
ranking performance by calculating the reciprocal mean of the
correct relation ranks in all queries of the test set. The Hits@N

metric represents the proportion of queries in the test set where
the correct relation appears in the top N positions of the ranking
results. These two metrics evaluate the model’s ranking ability and
retrieval accuracy in the Relation reasoning task from different
dimensions.

4.2 Results on Relation Reasoning
As the Table2 and table3 show, the proposed RME model outper-
forms the comparative methods on most evaluation metrics. In key
metrics such as MRR, Hits@1, Hits@3, and Hits@10, RME achieves
optimal performance across multiple dimensions with its unique
model design, particularly demonstrating significant advantages
in MRR and Hits@1 and, indicating that its more accurate seman-
tic modeling of relational features and effectiveness in knowledge
graph reasoning. Among the comparative models, EvoKG, CyGNet,
etc., show competitiveness on some metrics, but RME has more
advantages in overall performance by integrating multiple feature
nteractions and structural modeling, verifying the rationality of
the model design. In summary, RME provides a more generalized
solution for temporal knowledge graph relation reasoning tasks. Its
performance advantages offer effective references for subsequent
research on complex knowledge representation learning.

4.3 Ablation
4.3.1 Gated Relation Graph Information Aggregation Ablation. To
evaluate the effectiveness of adaptive path fusion in RME, we con-
ducted ablation experiments on the YAGO dataset for the gated
relation graph information aggregation module, which fuses head-
to-tail (H-T), shared-head (H-H), and shared-tail (T-T) path repre-
sentations. Table 4 compares four strategies:main uses only the pri-
mary H-T path representation, ignoring H-H/T-T contextual paths.
mean computes a simple element-wise average of H-T, H-H, and
T-T paths, assuming equal importance. concat concatenates path
features into a single vector followed by a linear projection, treating
all paths as independent. gate (RME’s method) uses a sigmoid-gated
mechanism to control information flow, prioritizingH-T pathswhile
selectively integrating H-H/T-T signals

The gate mechanism outperforms other methods, achieving the
highest MRR (0.952) and Hits@3 (0.961). This confirms that adaptive
gating effectively suppresses noisy auxiliary paths (e.g., irrelevant
H-H relations) while preserving complementary signals from H-
H/T-T patterns (e.g., recurring entity-centric interactions). In con-
trast, mean and concat either underutilize or overfit to contextual
paths, highlighting the importance of dynamic weighting.

4.3.2 Time-Decayed Path Encoding Ablation. For the time-decayed
path encoding module, we compared six methods for aggregating
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Table 2: Results of Relation reasoning on the YAGO and ICEWS14 datasets under the raw setting. The best results are in bold.

Dataset YAGO ICEWS14

Model MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10

ConvE 0.913 0.856 0.951 0.981 0.305 0.158 0.305 0.664
ConvTransE 0.910 0.845 0.962 0.983 0.426 0.256 0.538 0.699
RGCRN 0.902 0.842 0.936 0.972 0.382 0.229 0.417 0.607
RE-GCN 0.941 0.887 0.983 0.995 0.376 0.246 0.408 0.584
CyGNet 0.905 0.848 0.962 0.996 0.363 0.236 0.403 0.610
EvoKG 0.934 0.911 0.984 0.999 0.425 0.278 0.412 0.710
RE-GAT 0.933 0.905 0.969 0.989 0.411 0.293 0.434 0.584
CEN 0.922 0.843 0.971 0.998 0.363 0.225 0.412 0.661

TuckerTNT 0.945 0.912 0.949 0.998 0.410 0.267 0.411 0.683

RME 0.952 0.944 0.961 0.999 0.431 0.301 0.449 0.723

Table 3: Results of Relation reasoning on the WIKI and GDELT datasets under the raw setting. The best results are in bold.

Dataset WIKI GDELT

Model MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10

ConvE 0.782 0.709 0.857 0.956 0.199 0.107 0.253 0.42
ConvTransE 0.866 0.827 0.931 0.964 0.190 0.081 0.196 0.438
RGCRN 0.899 0.836 0.943 0.961 0.187 0.068 0.180 0.401
RE-GCN 0.980 0.969 0.994 0.998 0.190 0.079 0.194 0.433
CyGNet 0.972 0.962 0.994 0.999 0.199 0.081 0.195 0.425
EvoKG 0.975 0.971 0.994 0.999 0.209 0.108 0.231 0.432
RE-GAT 0.979 0.965 0.991 0.999 0.192 0.087 0.196 0.425
CEN 0.981 0.967 0.994 0.993 0.191 0.080 0.193 0.427

TuckerTNT 0.981 0.974 0.995 0.998 0.213 0.112 0.229 0.419

RME 0.983 0.981 0.995 0.998 0.223 0.144 0.236 0.591

Table 4: Ablation Study of Different Path Feature fusion
Strategies for Gated Relation Graph Aggregation Module
on YAGO.

Method MRR Hits@1 Hits@3
main 0.927 0.916 0.928
mean 0.928 0.915 0.916
concat 0.946 0.951 0.959

gate (Ours) 0.952 0.944 0.961

path features on YAGO (Table 5): mean computes the element-
wise average of all valid path representations, treating each step
equally regardless of its position in the path. concat concatenates
path features into a single vector followed by a linear projection,
treating all paths as independent. self-attn uses self-attention to
capture intra-path dependencies. w-mean applies pre-trained fixed
weights to sum relation embeddings, assuming static importance
across path steps. attn employs a learnable attention mechanism to
dynamically weight each path representation based on its relevance
to the query, allowing the model to focus on informative steps. len-
weight (RME’s method) dynamically weights each relation by the

Table 5: Ablation study of Different Fusion Strategies for
Aggregating H-T Path Features for Time-Decayed Path En-
coding Module on YAGO.

Method MRR Hits@1 Hits@3
mean 0.940 0.939 0.945
concat 0.950 0.943 0.951
self-attn 0.946 0.939 0.948
w-mean 0.931 0.915 0.947
attn 0.951 0.945 0.950

len-weight (Ours) 0.952 0.944 0.951

reciprocal of the path length, prioritizing shorter paths as they often
carry more discriminative semantics.

len-weight achieves the best MRR (0.952) and Hits@3 (0.951),
likely because shorter paths (e.g., 𝑒𝑠

𝑟1−−→ 𝑒𝑜 ) are more reliable
indicators of direct relations compared to noisy long paths. By
downweighting longer sequences, the model avoids overfitting
to spurious multi-hop patterns, enhancing precision in relational
reasoning. In contrast, self-attn and w-mean treat all path lengths
equally, leading to less focused representations.
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Figure 5: Impact of the decay factor on the MRR and Hits@1.
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Figure 6: Effect of history length on MRR and time cost in
the RME framework on WIKI dataset.

4.4 Parameter Study
4.4.1 Decay Factor Research. In Figure 5, we experiment on WIKI
to investigat the impact of Decay Factor on MRR and Hits@1. Re-
sults show performance improves as the decay factor increases
from 0.7, peaking at 0.9. This may be because a smaller decay factor
causes the model to over-decay older information, leading to the
model failing to fully utilize the valid knowledge in this informa-
tion. As the decay factor increases, the model can more reasonably
balance the weights of information from different times, allowing
historical information to better assist current reasoning. Around 0.9,
the model’s decay processing of temporal information achieves a
relatively optimal balance, effectively utilizing the strong relevance
of recent information while reasonably integrating key knowledge
from distant information. However, performance drops when the
decay factor reaches 1, likely because temporal patterns are ignored.
A slight recovery at 1.1 suggests this setting better adapts to the
data’s temporal characteristics.

4.4.2 History Length Research. Figure 6 (b) shows that, as the his-
tory length increases, the MRR improves, but the gains diminish
significantly for lengths 4 and 5 compared to length 3. Meanwhile,
as shown in Figure 6 (a), the time cost rises sharply with longer his-
tory lengths. To achieve an optimal balance between performance
and efficiency, we set the default history length to 𝐿 = 3.

4.5 Case Study
Figure 7 shows the relation reasoning process of a diplomatic TKG
query 𝑄 = (John Kerry, ?, Benjamin Netanyahu, 𝑡4) (John Kerry,
U.S. former Secretary of State as head; Benjamin Netanyahu, Is-
raeli former Prime Minister as tail, from ICEWS14). The graph uses
blue (shared-head, John→Iran, U.S. intent signals), green (head-tail,
John’s diplomatic actions like Consult/Sign), and red (shared-tail,

Answer: Engage_in_negotiation

John Kerry

𝒕𝟑

𝒕𝟒

𝒕𝟐

𝒕𝟏

Benjamin 

Netanyahu

?

Iran

Sergey_Viktor

ovich_Lavrov

Cabinet/.../A

dvisors (US)

Figure 7: A Temporal Knowledge Graph (TKG) sub-
graph depicting diplomatic interactions between enti-
ties (𝐽𝑜ℎ𝑛𝐾𝑒𝑟𝑟𝑦, 𝐵𝑒𝑛 𝑗𝑎𝑚𝑖𝑛𝑁𝑒𝑡𝑎𝑛𝑦𝑎ℎ𝑢, 𝐼𝑟𝑎𝑛, etc.) via relations
(𝐶𝑜𝑛𝑠𝑢𝑙𝑡 , 𝐻𝑜𝑠𝑡_𝑎_𝑣𝑖𝑠𝑖𝑡 , etc.), structured to model head-to-tail
(H-T) paths (e.g., US diplomatic signaling → Israeli context)
and predict the target relation ’𝐸𝑛𝑔𝑎𝑔𝑒_𝑖𝑛_𝑛𝑒𝑔𝑜𝑡𝑖𝑎𝑡𝑖𝑜𝑛’, illus-
trating RME’s framework for temporal-relational reasoning
over dynamic entity-relation networks.

Benjamin’s ties with US advisors/Russian Lavrov) to encode multi-
faceted diplomatic paths. RME employs Controlled Random Walk
(path exploration), time-decayed shared path extraction (priori-
tizing recent t3/t4 interactions), TCN/attention encoding, gated
aggregation (fusing U.S./Israeli dynamics), and attention decoding.
By integrating these paths, RME predicts 𝐸𝑛𝑔𝑎𝑔𝑒_𝑖𝑛_𝑛𝑒𝑔𝑜𝑡𝑖𝑎𝑡𝑖𝑜𝑛
at 𝑡4, demonstrating its capability to decode complex diplomatic
interdependencies in TKGs—critical for international relations fore-
casting.

5 Conclusion
Wepropose the RelationalMulti-Path Enhancement Network (RME),
which breaks through the traditional TKG reasoning paradigm by
taking relations as the core modeling units. For the relation rea-
soning extrapolation task, the model introduces novel encoding
modules for head-to-tail paths and shared-head/shared-tail paths to
mine semantic and structural dependencies between relations and
combines information aggregation and attention mechanisms to
achieve accurate prediction. Experimental results show that RME
significantly outperforms existing methods on multiple benchmark
datasets, especially in sparse and long-term temporal scenarios, and
can capture implicit relational patterns that traditional methods
find difficult to detect.
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