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Abstract
Malevolence detection in dialogues aims to identify harmful or

inappropriate utterances, significantly impacting dialogue quality

and user satisfaction. Although existing studies have shown promis-

ing performance by modeling interaction patterns from dialogue

history, various malevolence-invoking factors, such as fine-grained

emotions, evolving topics and user profiles, are often overlooked.

To comprehensively consider these factors, we propose a hyper-

graph fusion model by employing multi-view LLM-driven prompts

for malevolence detection in dialogues. Our model integrates emo-

tion context, topic context, user profile context and interaction

context, utilizing hypergraphs to establish high-order contextual

relationships from multi views for deducing malevolence-invoking

semantics. Experimental results on two benchmark datasets demon-

strate that our model achieves the state-of-the-art performance.
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1 Introduction
Large language models (LLMs) trained on a vast amount of internet

text, may absorb harmful or biased content, leading to the genera-

tion of malicious responses in conversations. Such responses can

trigger disputes, discomfort, and even exacerbate mental health

issues, particularly for users who are psychologically vulnerable [1].

Therefore, it is crucial to detect malevolent content in dialogues.

While significant research efforts have been devoted to detect-

ing toxic or offensive language [9, 5, 8], the inherently interactive

nature of dialogues introduces heightened subtlety and complexity

into malevolence detection. This complexity emerges from the im-

plicit expressions of malevolence scattered throughout utterances

in dialogues, presenting a considerable challenge in malevolence

detection. Despite existing research endeavors to model interaction

patterns for malevolence detection [12, 11], the influence of fine-
grained emotions, evolving topics and user profiles in dialogues has

largely been overlooked for malevolence detection. Fine-grained
emotions in dialogues are instrumental in detecting malevolence.

Even slight shifts in user emotions can significantly influence the

interpretation and formulation of dialogue contents, introducing

biases in intent comprehension. Consequently, this can result in

the misinterpretation of malevolent expressions. Topics evolve
continuously in the conversation as the multi-turn dialogue pro-

gresses. Malevolent expressions under different dialogue topics

manifest in varied forms and semantics. Hence, it is necessary to

analyze the evolution of dialogue topics and model them to facili-

tate effective detection of malevolence. User profiles in dialogues

are constructed from an individual user’s utterances, incorporating

statements, personalized traits, and internal opinion dependencies.

These components are integral to user profiling and significantly

influence the detection of malevolence within dialogues.

To enhance malevolence detection, we propose MPHDetect, a

multi-view prompting and hypergraph fusion model that lever-

ages the robust reasoning capabilities of large language models.

Specifically, we designed tailored prompt templates to generate

three-view prompts: emotion prompt for capturing fine-grained

emotional nuances, topic prompt for modeling evolving conversa-

tional topics, and user profile prompt for representing individual

preferences and personality traits in utterances of the dialogue

history. After extracting features from the dialogue content and

prompts, these representations are inputted into three separate

GCNs and Bi-LSTMs to learn the emotional, topical and user profile
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context, along with a LSTM-based utterance interaction context

learning. Furthermore, we introduce hypergraph facilitates flex-

ible connections across different contextual views, enabling the

discovery of semantic patterns related to malevolence. Through

hypergraph convolution, we achieve comprehensive feature fu-

sion, allowing seamless integration of emotional, topical, and user

profile-based contexts. We summarize our main contributions as

follows.

• Wemodel three crucial malevolence-invoking factors, includ-

ing emotion, topic and user profile, by designing tailored

prompt templates based on large language models for malev-

olence detection in dialogues.

• We propose a hypergraph-based multi-view fusion model

for comprehensively modeling emotion context, topic con-

text, user profile context and interaction context, enabling

the capture of implicit malevolent remarks embedded in

dialogues.

• We examine the effectiveness of our model on two bench-

mark datasets. Experimental results demonstrate the superi-

ority of our model over the state-of-the-art models.

2 Methodology
2.1 Overview
The objective of our task is to predict the malevolence label of each

utterance for a given dialogue 𝐷 = {𝑥1, 𝑥2, ..., 𝑥𝑁 } with 𝑁 utter-

ances. To this end, we propose the MPHDetect model that contains

four modules as depicted in Figure 1. The prompt learning module

adopts the LLM-based prompting strategy to capture three-view

prompts from dialogues. The feature extraction module learns the

initial representations of utterances and prompts. The hypergraph

fusionmodule first captures contextual information from four views

and then integrates multi-view contextual information by using

hypergraph. The malevolence label prediction module predicts the

malevolence labels of utterances.

Emotion User ProfileTopic

Prompt Learning

Feature Extraction

Multi-view Contextual Representation

Hypergraph Fusion

Hypergraph 

Convolution

Malevolence Label Prediction

GCN LSTM

BERT

Dialogue

Emotion User ProfileTopic

Prompt Learning

Feature Extraction

Hypergraph Learning

Hypergraph 

Convolution

Malevolence Label Prediction

Intra-view Context

GCN LSTM

BERT

Dialogue

Hyperedge

Figure 1: The main architecture of MPHDetect.

2.2 Prompt Learning
We design three prompt templates to capture fine-grained emotions,

evolving topics and user profiles in dialogues. The emotion prompt

facilitates the understanding of user attitudes and intents, while

the topic prompt reveals potential topic-related malevolence ex-

pressed subtly in utterances. The user profile prompt captures the

unique traits of each individual interlocutor. The designed prompt

templates are shown in the following.

Prompt: The data consist of a dialogue. Now, you will play as

an expert in analyzing the emotions, topics and user profiles in it.

Based on this dialogue {dialogue_history}, analyze {dialogue_content}
of this utterance: {current_utterance}.

Within these templates, the 𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒_ℎ𝑖𝑠𝑡𝑜𝑟𝑦 encompasses 𝑖 − 1

utterances denoted as 𝐷𝑖 = {𝑥1, 𝑥2, ..., 𝑥𝑖−1} across 𝑖 rounds of

conversations; the 𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒_𝑐𝑜𝑛𝑡𝑒𝑛𝑡 includes the fine-grained emo-

tions, the topics and the user profiles of this utterance. Follow-

ing prompt learning, each utterance corresponds to a generated

fine-grained emotion prompt 𝐸 = {𝑒1, 𝑒2, ..., 𝑒𝑁 }, a topic prompt

𝑇 = {𝑡1, 𝑡2, ..., 𝑡𝑁 }, and a user profile prompt 𝑆 = {𝑠1, 𝑠2, ..., 𝑠𝑁 }.
Using ChatGPT-3.5 with OpenAI API, the generated prompts

encode in-depth semantic information derived from analyzing the

dialogue history generally. However, the generated prompts may

have lower quality, such as a higher repetition rate compared to

the original dialogue. Therefore, for the generated prompts, we

need to filter out those of low quality. Specifically, we calculate the

cosine similarity between the generated prompts and the current

utterances, retaining prompts with a similarity less than 90%.

2.3 Feature Extraction
To extract initial representations of these three-view prompts and

the dialogue history, we first fine-tune a BERT [3] model at the

utterance level, and then use it as the feature extractor. Specifically,

given an utterance 𝑥𝑖 , a special token [CLS] is added at the begin-

ning of the sequence, making the model’s input represented as a

sequence {[CLS], 𝑥1
𝑖
, 𝑥2

𝑖
, ..., 𝑥𝑛

𝑖
}. Upon fine-tuning, we extract the

embedding from the [CLS] token in the last layer as the feature

representation 𝑢𝑥
𝑖
for 𝑥𝑖 , where 𝑢

𝑥
𝑖
∈ R𝑑ℎ .

2.4 Hypergraph Learning
To more accurately detect malicious dialogues, we need to deeply

integrate information about various aspects. However, existing fu-

sion methods are mostly based on binary relation graphs, which

struggle to achieve effective inter-view semantic fusion when deal-

ing with three or more types of data. To address this issue, we

introduce hypergraphs to establish multi-view polyadic relation-

ships, replacing the multiple binary relationships used in existing

graph structures. This allows for a more thorough and efficient

integration of multi-view features.

2.4.1 Intra-view Contextual Learning. This module considers four-

view contextual representations: the interaction context, emotion

context, topic context and user profile context.

The interaction context is derived from dialogue history. The

contextual representations 𝑐𝑥
𝑖

∈ R2𝑑𝑢
of interaction context is

learned by utilizing Bi-LSTM to model interaction patterns between

two interlocutors as follows:

𝑐𝑥𝑖 , ℎ
𝑥
𝑖 = LSTM

𝑥 (
𝑢𝑥𝑖 , ℎ

𝑥
𝑖−1

)
(1)

where ℎ𝑥
𝑖
represents the 𝑖-th hidden state of the Bi-LSTM.
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Figure 2: The process of emotion context learning.

The emotion context, topic context and user profile context are

acquired from the incomplete prompts and the dialogue history.

To align and extract the semantic presentations of prompts and

corresponding utterance. We firstly fuse the representations of

prompts (if exist) and their corresponding utterance using GCNs [4],

followed by Bi-LSTMs to learn the contextual representations from

each view. Take the emotion context as an example, we construct

a graph by treating prompts and utterances as nodes, connecting

them based on contextual relationships. As shown in Figure 2, nodes

representing the same sentence across prompts and utterances are

interconnected. GCN is then applied to learn fine-grained emotional

representations from the initial representations of nodes.

𝐺 = 𝐴𝐺0𝑊 +𝑂 (2)

where 𝐴 is the adjacency matrix,𝐺0 denotes initial node represen-

tations extracted by BERT,𝑊 is the weight matrix, 𝑂 is the bias,

and 𝐺 represents the learned node representations by GCN. Next,

we regard the fine-grained emotional representations 𝑢𝑒
𝑖
∈ R𝑑ℎ of

the utterance 𝑥𝑖 as the node representations of the utterance 𝑥𝑖 in

the graph. The emotion context is then modeled using Bi-LSTM.

𝑐𝑒𝑖 , ℎ
𝑒
𝑖 = LSTM

𝑒 (𝑢𝑒𝑖 , ℎ𝑒𝑖−1) (3)

Similarly, we obtain the topic context 𝑐𝑡
𝑖
and user profile context 𝑐𝑠

𝑖
.

2.4.2 Inter-view Hypergraph Fusion. Following the learning of

intro-view contextual representations, we obtain four-view repre-

sentations 𝑐𝑥
𝑖
, 𝑐𝑒
𝑖
, 𝑐𝑡
𝑖
, and 𝑐𝑠

𝑖
corresponding to each utterance 𝑥𝑖 . Each

contextual representation is considered as a node, with the extracted

contextual features serving as node representations. Hyperedges

are established between the four views of nodes corresponding to

different contextual representations for the same utterance, e.g.,

there is a hyperedge 𝑟𝑖 = {𝑣𝑥
𝑖
, 𝑣𝑒
𝑖
, 𝑣𝑡
𝑖
, 𝑣𝑠
𝑖
} for the 𝑖-th utterance 𝑥𝑖 .

Through the construction of hyperedge relations, various contex-

tual relationships can be effectively connected. Multiple contextual

features and coupling features among views are fully integrated in

the constructed hyperedge, which is convenient to make full use of

multi-view information in the subsequent hypergraph convolution

operation.

Specifically, multi-view contextual representations are fused us-

ing the hypergraph convolution operation, which is capable of

capturing high-order relationships and enabling a more compre-

hensive extraction of in-depth semantics. The used hypergraph

convolution operation is defined as follows:

𝑉 (𝑙+1) = 𝐷−1 · 𝐻 ·𝑊𝑒 · 𝐵−1 · 𝐻𝑇 ·𝑉 (𝑙 )
(4)

𝐻 (𝑖, 𝑗) =
{
1, if node 𝑖 is in hyperedge 𝑗

0, if node 𝑖 is not in hyperedge 𝑗
(5)

where𝐻 ∈ R4𝑁×𝑁
represents the association matrix indicating the

relationship between nodes and hyperedges, defined as in Eq.(5).

𝐷 ∈ R4𝑁×4𝑁
represents the node degree matrix, 𝐵 ∈ R𝑁×𝑁

rep-

resents the edge degree matrix, the matrices 𝐷 and 𝐵 are diagonal

matrix with 𝐷 𝑗 𝑗 =
∑
𝑖 𝐻𝑖 𝑗 and 𝐵𝑖𝑖 =

∑
𝑗 𝐻𝑖 𝑗 .𝑊𝑒 ∈ R𝑁×𝑁

repre-

sents the edge weight matrix, which is an identity matrix because

each hyperedge is assigned equal importance. 𝑉 ∈ R4𝑁×2𝑑𝑢
repre-

sents the node representation. After multiple layers of convolutions,

the resulting nodes 𝐼 are represented as follows, where 𝑍 is the

number of convolution layers.

𝐼 =
1

𝑍 + 1

𝑍∑︁
𝑧=0

𝑉 (𝑧 )
(6)

2.5 Malevolence Label Prediction
Based on the fully fused contextual representations, a classifier is

employed to predict the malevolence labels of utterances.

𝑦𝑖 = softmax (𝑊𝐼𝑖 + 𝑏) (7)

where𝑊 and𝑏 are trainable parameters. The cross-entropy training

loss is adopted and calculated as follows:

𝐿𝑜𝑠𝑠 = − 1∑𝐿
𝑙=1

𝜏 (𝑙)

𝐿∑︁
𝑖=1

𝜏 (𝑖 )∑︁
𝑘=1

𝑦𝑙
𝑖,𝑘

log

(
𝑦𝑙
𝑖,𝑘

)
(8)

where 𝐿 is the total number of dialogues, and 𝜏 (𝑖) represents the
number of utterances in the 𝑙-th dialogue. 𝑦𝑙

𝑖,𝑘
and 𝑦𝑙

𝑖,𝑘
denote the

one-hot and probability feature representations for the 𝑘-th malev-

olence label of the 𝑖-th utterance in the dialogue 𝑙 , respectively.

3 Experiment
3.1 Experimental Settings
We conduct experiments on two benchmark datasets: MDRDC [12]

and Dialogue Safety [7]. MDRDC, sourced from Twitter, includes

eighteen malevolence labels. The Dialogue Safety dataset, sourced

from a Chinese psychological counseling platform, includes eight

unsafe dialogue labels. The training, validation, and test sets of

these datasets maintain their original division in the ratio of 7:1:2

and 8:1:1, respectively. We compared with four BERT-based models,

Pre-trained BERT, RoBERTa, BERT-CRF [2] and the state-of-the-art

model BERT-MCRF [11], and two large language models, ChatGPT

[6] and Flan-T5 [10]. We utilized GPT-3.5-turbo-0613 with tem-
perature and 𝑡𝑜𝑝_𝑝 both set to 1.0, and Flan-T5 in its XL version.

Since Flan-T5 is trained on English data, comparison with Flan-T5

is solely done on the English MDRDC dataset. Due to space limit,

hyperparameter settings will be public in our code upon acceptance.

3.2 Experimental Results
We report the comparisons of experimental results in Table 1 eval-

uated by precision (P), recall (R), and macro-F1 (F1). It is observed

that Flan-T5 and ChatGPT achieved inferior performance on both

datasets, significantly underperforming othermodels, while RoBERTa

and BERT exhibited better performance than Flan-T5 and ChatGPT,

demonstrating their better adaptability for malevolence detection

in dialogues. In cases where context is not considered, BERT out-

performed RoBERTa. Among the baseline models, BERT-MCRF
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achieved the highest performance by concurrently considering

label correlation in taxonomy and label correlation in context. Fur-

thermore, our MVPDetect model achieved the best performance,

which demonstrates MVPDetect’s powerful capability in modeling

multi-view contextual information through prompt learning for

malevolence detection in dialogues.

Table 1: Main results on MDRDC and Dialogue Safety.

Methods MDRDC Dialogue Safety

P(%) R(%) F1(%) P(%) R(%) F1(%)

BERT 51.21 54.93 53.00 45.91 46.73 45.51

BERT-CRF 52.68 55.30 53.96 46.55 47.36 46.39

BERT-MCRF 53.65 56.02 54.99 47.37 48.06 47.22

Roberta 52.69 55.59 52.45 47.63 41.13 43.28

ChatGPT 29.75 30.49 24.86 24.52 32.34 21.15

Flan-T5 24.87 32.49 24.59 - - -

MVPDetect 55.66 58.95 56.71 46.48 51.20 48.20

3.3 Ablation Study
We conduct ablation studies to investigate the impact of different

context modelings, GCN learning and hypergraph fusion, respec-

tively, and report the ablated results solely on the MDRDC dataset

in Table 2 due to space limit.

Table 2: Ablation study on MDRDC.

Methods P(%) R(%) F1(%)

MVPDetect 55.66 58.95 56.71

-Emotion context 54.41 58.70 56.08

-Topic context 52.83 59.28 55.51

-User profile context 52.26 59.72 55.14

-GCN+concatenate 42.76 65.06 50.05

-GCN+add 52.95 58.65 55.06

-Hypergraph+concatenate 52.22 62.28 56.50

-Hypergraph+add 53.30 60.84 56.10

3.3.1 Impact of Different Context Modeling. Removing the emotion,

topic, or user profile prompt from our model leaded to a various

decrease in precision and macro-F1, accompanied by a slight in-

crease in recall. This indicates the significant impact of each view

of prompts on the overall performance of our model.

3.3.2 Impact of GCN Learning. Removing the GCN, we substituted

it by directly concatenating or adding the prompts and utterances.

The experimental results show a significant decline in performance,

indicating that the GCN fusion provides useful semantic informa-

tion for malevolence detection in dialogues.

3.3.3 Impact of Hypergraph Fusion. Removing the hypergraph, we

substituted it by directly concatenating or adding different views

of contextual representations and feeding them into the final classi-

fier. The experimental results suggest that the hypergraph plays a

Case 2

Person A : I am volunteering at the animal shelter. 

[Ground-truth: non-malevolence; MPHDetect: non-malevolence; BERT-MCRF: non-malevolence]

Person B : Oh, you're one of those overly cheerful do-gooders, aren't you? 

[Ground-truth: disgust; MPHDetect: disgust; BERT-MCRF: non-malevolence]

Person A : I suppose you could say that. I just like helping out. 

[Ground-truth: non-malevolence; MPHDetect: non-malevolence; BERT-MCRF: non-malevolence]

Person B : Hope the animals' lack of appreciation won't disappoint you much... 

[Ground-truth: blame; MPHDetect: blame; BERT-MCRF: blame]

Case 1

Person A : How was your weekend? [Ground-truth: non-malevolence]

[Ground-truth: non-malevolence; MPHDetect: non-malevolence; BERT-MCRF: non-malevolence]

Person B : It was great! I went hiking with some friends. And you? 

[Ground-truth: non-malevolence; MPHDetect: non-malevolence; BERT-MCRF: non-malevolence]

Person A : I spent most of it studying for exams, really stressed. 

[Ground-truth: non-malevolence; MPHDetect: non-malevolence; BERT-MCRF: non-malevolence]

Person B : Oh, you always seem to be behind on your work.. Good luck! 

[Ground-truth: blame; MPHDetect: blame; BERT-MCRF: blame]

Person A : Well, thanks for the vote of confidence... 

[Ground-truth: disgust; MPHDetect: disgust; BERT-MCRF: non-malevolence]

Figure 3: Two cases with ground-truth (red) and prediction
labels of MPHDetect (green) and BERT-MCRF (blue).

crucial role in integrating different views of contextual information,

facilitating a comprehensive fusion from multiple views.

3.4 Case Study
We present two case studies in Fig. 3 to further illustrate how

MVPDetect improves malevolence detection in dialogues. In Case
1, Person A’s last utterance "Well, thanks for the vote of confidence"
is indicative of a tone of disgust when considering the context.

While BERT-MCRF fails to accurately predict the label, MVPDetect

correctly identify it. In Case 2, Person B’s utterance "Oh, you’re one
of those overly cheerful do-gooders, aren’t you?" conveys a tone of
disgust. Our model also correctly predicts its label, demonstrating

its superiority over BERT-MCRF. This demonstrates that our model

comprehensively makes the best use of the dialogue context, and

provides more useful evidence for malevolence detection.

4 Conclusion
In this paper, we propose a multi-view prompting fusion model

for malevolence detection in dialogues. Our model generates three

types of prompts for capture malevolence-invoking semantics, and

integrates four-view information for contextual modelings: the in-

teraction context, emotion context, topic context and user profile

context. Ultimately, hypergraph is introduced to effectively aggre-

gate the four-view contextual information, generating high-order

contextual semantics for detecting malevolence subtleties in ut-

terances. Experimental results on two datasets demonstrate the

superiority of our model over state-of-the-art models.
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