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Abstract—Generative conversational agents, driven by large
language models, have gained widespread popularity. However,
a significant drawback lies in their tendency to produce un-
controllable and unpredictable contents, thereby increasing the
risk of generating malevolent responses that potentially exac-
erbate users’ mental health issues. Although existing research
on malevolence detection in dialogues addressed the modeling of
interaction patterns in dialogues, the implicitly expressed emotion
and user-specific context are often neglected. Addressing this gap,
we propose a hypergraph-enhanced context modeling approach
for detecting malevolence in mental health counseling dialogues.
Our approach harnesses the emotion reasoning capabilities of
large language models to generate implicit emotional prompts.
Employing hypergraph neural networks, our approach effectively
integrates emotional context, user-specific context, and interactive
context, fusing them into high-order semantic representations
using hypergraph convolution. Experimental results on two
benchmark datasets, MDRDC and Dialogue Safety, demonstrate
the superiority of our model over state-of-the-art baseline models,
particularly in complex contextual scenarios.

Index Terms—malevolence detection, hypergraph learning,
emotion analysis, user profiling, mental health counseling.

I. INTRODUCTION

Large language models (LLMs) have gained extensive at-
tention, particularly in the domain of generative conversational
agents [1]. Since the training data for LLMs are typically
sourced from extensive Internet text, covering diverse informa-
tion, these models may inadvertently learn aggressive, harmful,
or biased contents. This inadvertent learning can lead to
the generation of malevolent responses during conversations,
causing discomfort or even disputes for the interlocutors
[2]. Furthermore, malevolent responses can worsen mental
health issues within conversations [3]. Incidents have been
documented where users with mental health issues engaged
in conversations with the GPT-3 model, resulting in the
model providing dangerously suggestive contents encouraging
self-harm [4]. For psychologically unstable users, malevolent
responses can exacerbate depression and even induce suicidal
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Dialogue A

How's it going with the project?

Project? It's just a waste of time. I don't 
get why everyone's so stressed about it.

We all agreed it's essential for the 
team. Your contribution matters.

I'll do something, but don't expect a 
masterpiece.

[Emotion]: anger

You're really talented!

Dialogue B

Fig. 1: Two example dialogues showing the utility of user-specific
context and implicit emotions in malevolence detection.

tendencies [5]. Therefore, it is imperative to detect malevo-
lence in mental health counseling dialogues.

While research has focused on detecting toxic or offen-
sive language [6]–[8], the inherently interactive nature of
dialogues introduces an increased subtlety and complexity in
malevolence detection. This complexity arises from implicit
expressions of malevolence scattered throughout utterances in
counseling dialogues, posing a great challenge in malevolence
detection. Although existing research has sought to model
the interaction patterns for malevolence detection [9], [10],
the impact of implicitly expressed emotions and user-specific
context on malevolence detection has been mostly overlooked.

Implicitly expressed emotions in mental health counseling
dialogues play a crucial role in identifying the malevolence
in dialogues. Subtle changes in user emotions can profoundly
impact the understanding and generation of dialogue content,
introducing notable biases in semantic comprehension. This,
in turn, may lead to the misjudgment of malevolent utterances.
As illustrated in Dialogue A in Fig.1, the statement ’You’re
really talented!’ might initially appear complimentary when
considered in isolation. However, when the user implicitly
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utterance n

Hello, how can I help you?

Hmm. I want to be diagnosed in my usual 

state. Just to avoid any misdiagnosis.

 Is this a follow-up appointment ?

No, it's the first appointment. The 
previous doctor didn't provide a 
diagnosis. It seems like that hospital 
doesn't accept adult ADHD diagnoses.

Were the previous antidepressant 
medications prescribed by the previous 
hospital?

Dialogue Session

I've been taking antidepressants all along. 
I took them today too. Following the 
prescription.

Were the previous medications self-
purchased or prescribed by the hospital 
after a diagnosis?

  

Emotional Prompt

Emotional Prompt

Emotional Prompt

Emotional Prompt

Emotional Prompt

Emotional Prompt

Implicit Emotional Prompting

&

Emotional Prompt

Dialogue Utterance

Emotional Prompt

Emotional Prompt 1

Emotional Prompt 2

Emotional Prompt n

… 

Fig. 2: The overall structure of our HyperCEP model. The implicit emotional prompting module generates LLM-based prompts to capture
implicitly expressed emotions. The feature extraction module learns the semantic features of utterances and prompts. The contextual
representation module captures contextual information from interactive context, user-specific context and emotional prompt context. The
contextual hypergraph fusion module integrates the three types of contextual information with hypergraph convolutions. The malevolence
label prediction module predicts category labels of malevolence.

expresses an anger emotion beforehand, the same sentence
takes on a sarcastic and unfriendly undertone. Hence, mod-
eling implicitly expressed emotions is pivotal in uncovering
concealed malevolence in mental health counseling dialogues.

User-specific context, derived from all utterances of an
individual user, encompasses statements, personalized traits
and internal opinion dependencies. These elements are crucial
components in user profiling and play a decisive role in
deciphering inter-utterance inferred malevolence in mental
health counseling dialogues. As shown in Dialogue B in Fig.1,
the chatbot consistently lacks enthusiasm in all responses,
reflecting a negative attitude towards the project. Modeling all
utterances helps recognize the persistent dismissive behavior,
thereby revealing the potentially malevolent intent throughout
this conversation.

To address the aforementioned challenges, we propose to
unitedly model implicit emotions and user-specific context be-
yond the interaction context for malevolence detection in men-
tal health counseling dialogues. In discerning implicitly ex-
pressed emotions, we devise a prompt strategy based on large
language models to infer emotional subtleties. A well-crafted
prompt guides the language model to focus on emotion-
specific aspects throughout the entire dialogue, facilitating
the recognition of implicit emotional cues in user utterances.
To capture user-specific context, our focus is solely on the
user-generated utterances within specific dialogue sessions. By
modeling the utterances of each individual user, we effectively
capture and model personalized characteristics, thereby aiding
in the identification of the potentially malevolent utterances.

II. METHODOLOGY

A. Overview

The primary objective of the malevolence detection task is
to identify malevolent utterances within a dialogue session.
Given a dialogue session D = {x1, x2, ..., xN} consisting of
N utterances, our task is to predict the malevolence label of
each utterance. To this end, our model encapsulates intricate
contextual information, including implicitly expressed emo-
tions, user profiles and interaction patterns in mental health
counseling dialogues. The overall structure of our model is
illustrated in Figure 2, comprising five components.

The implicit emotional prompting module utilizes the LLM-
based prompting learning strategy to capture implicitly ex-
pressed emotions. The mental health dialogue feature extrac-
tion module learns the semantic features of dialogue utterances
and the generated emotional prompts. The multi-view con-
textual representation module captures contextual information
from three views—implicit emotional prompt context, user-
specific context and interactive context. The contextual hyper-
graph fusion module connects and integrates the three types
of contextual information. The malevolence label prediction
module predicts category labels based on hypergraph fused
representations.

B. Implicit Emotional Prompting Module

In mental health counseling dialogues, users frequently
manifest implicit emotions characterized by subtle changes.
These nuanced emotional expressions are typically rooted in
the potential semantics within the interlocutor’s wording or
expression, playing a crucial role in detecting malevolence
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in dialogues. Therefore, the model’s ability in capturing con-
stantly fluctuated emotions within a dialogue session proves
valuable in pinpointing the origins of malevolence that align
with the user’s emotional state. To capture implicitly expressed
emotions, we propose using an LLM-based prompting learning
strategy that mimic human thinking and reasoning processes
by considering LLM’s emerged outstanding common-sense
reasoning abilities [11], [12]. By providing emotional prompt
cues, we seek to effectively enhance the model’s detection
performance on dialogue malevolence.

TABLE I: The prompt template for generating implicit emotional
responses, where {} denotes content to be replaced with real data.
For prompt generation, we employed the gpt_3.5_turbo model with
max_tokens set to 60.

Variable Template Content

system_role_content role: system; content: The given data
consists of a conversation between two
individuals. Now you are required to
role-play as the speaker to analyze the
implicit emotion within the statements.

prompt_template Based on the dialogue history {dia-
logue_history}, you are needed to play
the role of the person {speaker}. Ex-
press the implicit emotion of the fol-
lowing statement in the speaker’s tone:
{speaker}: {utterance}

Specifically, to generate implicit emotional prompts tai-
lored to malevolence detection in mental health counseling
dialogues, we devise a prompt template, as illustrated in
Table I. In this template, the dialogue_history encompasses
i − 1 utterances denoted as Di = {x1, x2, ..., xi−1} during i
rounds of conversations. After prompt learning, each utterance
will correspond to a generated implicit emotional prompt
denoted as P = {p1, p2, ..., pN}. By harnessing large language
models to amplify implicit emotional semantics, The gener-
ated prompts introduce intermediate reasoning cues, thereby
fortifying the model’s capability to distinguish different types
of malevolent utterances. In our implementations, we employ
ChatGPT to generate the emotional prompts. The configuration
for prompting is outlined in Table I.

C. Mental Health Dialogue Feature Extraction Module

We utilize the pre-trained language model BERT [13] to
extract dialogue feature representations. Initially, on each
used dataset, we fine-tune the pre-trained BERT model
at the utterance level. Subsequently, we employ the fine-
tuned model to extract utterance features from the dialogue
D = {x1, x2, ..., xN} and the emotional prompts P =
{p1, p2, ..., pN}. Taken a given utterance representation for
example, a special token [CLS] is added at the beginning
of the sequence, making the model’s input represented as a
sequence {[CLS], x1

i , x2
i , ..., xn

i }. Finally, we extract the 768-
dimensional embedding from the [CLS] token in the last layer
of the model as the utterance feature representation ui for the
utterance xi, where ui ∈ Rdh and dh = 768.

D. Multi-view Contextual Representation Module

Since counseling dialogue context encapsulates intricate
semantic information, a thorough modeling of the dialogue
context will be useful for detecting malevolence in mental
health counseling dialogues. In our approach, three distinct
views of contextual representations are considered: implicit
emotional prompt context, user-specific context and interactive
context. The implicit emotional prompt context is acquired
from the prompts generated by LLMs. The user-specific and
interactive context are derived from dialogue content, captur-
ing the dynamics of the ongoing interaction and individual user
characteristics, respectively. This three-view consideration of
contextual representations enables our approach to encompass
diverse dimensions of contextual information, fostering a
more comprehensive understanding of the dialogue. Drawing
inspiration from [14], we employ three Bi-LSTM networks
[15] for multi-view contextual representations.

For the implicit emotional prompt contextual representation,
Bi-LSTM models all utterances and the emotional prompts as
united representations. The input and output feature represen-
tations are denoted as pi ∈ Rdh and cpi ∈ R2du , respectively.

cpi , h
p
i =

LSTM←−−→
p (

pi, h
p
i−1

)
(1)

where hp
i represent the i-th hidden state of the Bi-LSTM.

For the user-specific contextual representation, we exclu-
sively consider user-generated utterances in the dialogue. Bi-
LSTM models sequential dependencies among all utterances
from the same user. Specifically, for the user-specific utterance
feature representation ui ∈ Rdh , the calculation of the user-
specific contextual representation csi ∈ R2du is as follows:

csi , h
v
λ,j =

LSTM←−−→
s (

ui, h
s
λ,j−1

)
, j ∈ [1, |Uλ|] (2)

where λ = ϕ(ui). Uλ denotes all utterances from the same
user. hj ∈ Rdu is the j-th hidden state of the Bi-LSTM.

For the interactive contextual representation, Bi-LSTM
models interaction patterns between the two interlocutors in
specific dialogue sessions. Formally, for the last user-generated
utterance, the feature representation is denoted as ui ∈ Rdh .
The interactive level aims to capture the contextual represen-
tations, cti ∈ R2du ,calculated as follows:

cti, h
t
i =

LSTM←−−→
t (

ui, h
t
i−1

)
(3)

where ht
i represent the i-th hidden state of the Bi-LSTM.

E. Contextual Hypergraph Fusion Module

Following the learning of multi-view contextual represen-
tations, we obtain three-view representations cpi , csi , and cti
corresponding to each utterance xi. Subsequently, we leverage
the common sequential relationships shared by the three
features to construct a hypergraph network [16], connecting
the three types of contextual representations. A hypergraph
neural network is a type of graph structure that can capture
complex relationships. Unlike traditional graphs, where an
edge connects only two nodes, a hypergraph edge can connect
any number of nodes, allowing for more accurate modeling
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of diverse relationships. By constructing hyperedges between
the different contextual representations of the same utterance,
semantic dependencies within the dialogue sessions can be
well established.

Specifically, each contextual representation for each ut-
terance is considered as a node in the hypergraph, with
the extracted contextual features serving as node represen-
tations. Hyperedges are established between the three types
of nodes corresponding to different contextual representations
for the same utterance. The constructed hypergraph denoted as
G(V,E) aims to encode the contextual dependency relation-
ships. For the i-th utterance xi, the three different contextual
representations form three nodes, represented as vpi , vsi , and
vti . Based on the sequential dependency relationships between
the three types of contexts of this utterance, the constructed
hyperedge relation ei is represented as follows:

ei = {vpi , v
s
i , v

t
i}.

Through the construction of hyperedge relations, various
contextual relationships can be effectively connected. Sub-
sequently, based on the structure of the hypergraph, multi-
view contextual representations are fused using hypergraph
convolution operation [17], which is capable of capturing high-
order relationships and enabling a more comprehensive ex-
traction of deep semantic features. The unique graph structure
incorporates the aggregation process from nodes to hyperedges
and then from hyperedges to nodes. Specifically, for the
hypergraph G(V,E), the hypergraph convolution operation is
defined as follows:

V (1+1) = D−1 ·H ·We ·B−1 ·HT · V (l) (4)

where H ∈ R3N×N represents the association matrix indi-
cating the relationship between nodes and hyperedges, which
is defined as in Eq.(5). D ∈ R3N×3N represents the node
degree matrix, B ∈ RN×N represents the edge degree matrix,
the matrices D and B are diagonal matrix with Djj =

∑
i Hij

and Bii =
∑

j Hij . We ∈ RN×N represents the edge weight
matrix which is an identity matrix because each hyperedge is
assigned equal importance. V ∈ R3N×2du represents the node
representation.

H(i, j) =

{
1, if node i is in hyperedge j

0, if node i is not in hyperedge j
(5)

After multiple layers of convolution, the information from
each node in each sample can aggregate information from
other nodes in the same sample, capturing various malevolence
categories of semantic information. The resulting nodes I are
represented as follows.

I =
1

Z + 1

Z∑
z=0

V (z) (6)

where Z is the number of convolution layers.

F. Malevolence Label Prediction Module

On one hand, the model extensively extracts multi-view
semantic features within different contexts using Bi-LSTM.
On the other hand, the hypergraph convolutional network ef-
fectively integrates contextual information from the prompting
context, the user-specific context, and the interactive context,
aiding the model in predicting malevolent utterances. Finally,
based on the fully fused feature representations, a classifier is
employed to predict malevolence labels for utterances.

ŷi = softmax (WIi + b) (7)

where W ∈ R6du×|Y | and b ∈ R|Y | are trainable parameters,
and |Y | is the number of labels. The model’s loss function uti-
lizes the cross-entropy training loss, with the specific formula
shown as follows:

Loss = − 1∑L
l=1 τ(l)

L∑
i=1

τ(i)∑
k=1

yli,k log
(
ŷli,k

)
(8)

where L is the total number of dialogues in the training
set, and τ(i) represents the number of utterances in the l-
th dialogue. yli,k and ŷli,k denote the one-hot and probability
feature representations for the k-th malevolent category label
of the i-th utterance in the dialogue l, respectively.

III. EXPERIMENTAL SETUP

A. Datasets

We conducted model evaluations on two related datasets:
MDRDC [9] and Dialogue Safety [18]. MDRDC is specifically
designed for malevolence detection in dialogues, derived from
conversations on Twitter. This dataset comprises 6,000 multi-
turn dialogues, consisting of 3,661 malevolent dialogues and
2,339 non-malevolent dialogues. Each dialogue contains 3-
10 utterances, resulting in a total of 31,380 utterances, with
21,081 being non-malevolent and 10,299 being malevolent. It
includes 18 labels for malevolent categories, including non-
malevolent, unconcernedness, detachment, blame, arrogance,
anti-authority, dominance, deceit, negative intergroup attitude,
violence, privacy invasion, obscenity, phobia, anger, jealousy,
disgust, self-hurt, immoral and illegal. The original split [9]
was maintained for the training, validation, and test sets, with a
ratio of 7:1:2. The Dialogue Safety dataset is tailored for iden-
tifying safe responses in mental health counseling dialogues,
sourced from a Chinese online psychological counseling plat-
form. It comprises 7,925 multi-turn dialogues, encompassing
a total of 3,658 safe responses. This dataset includes eight
categories for unsafe dialogue labels: safe response, nonsense,
humanoid mimicry, linguistic neglect, unamiable judgment,
toxic language, unauthorized preachment, and nonfactual state-
ment. The original data are initially split into a training set and
a test set with a ratio of 9:1, lacking a separate validation set.
To address this, we further divide the training set into a new
training set and a validation set, maintaining an 8:1 ratio. The
details on dataset divisions are shown in Table II.

We compare our model with the following baselines, includ-
ing four BERT-based models and two large language models.
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TABLE II: Divisions of MDRDC and Dialogue Safety.

Dataset Train Valid Test

MDRDC 20049 2788 5673
Dialogue Safety 41619 4594 5147

Firstly, we compare with four BERT-based models. Pre-trained
BERT and RoBERTa models have previously demonstrated
superior performance in malevolence detection tasks, show-
casing their proficiency in learning contextual information
[9]. BERT-CRF, equipped with a modified encoder for sep-
arate utterances, has excelled in sequence labeling tasks [19].
BERT-MCRF, incorporating multi-faceted label correlation
with enhanced CRF, stands as the state-of-the-art model for
malevolence detection in dialogues [10]. We fine-tune these
models on the same experimental setting for fair comparisons.
Additionally, we compare our model with two large language
models, ChatGPT [20] and Flan-T5 [21]. ChatGPT, designed
for supporting conversational interactions, is invoked using
its API with zero-shot prompts. We repeatedly call it until
the expected response is generated, utilizing GPT-3.5-turbo-
0613 with temperature and top_p both set to 1.0. Flan-T5,
a text-to-text framework pre-trained by Google suitable for
handling sequence data, is used in its XL version. We invoke
this model using zero-shot prompts for malevolence detection.
It’s important to note that because Flan-T5 is only applicable
to English data, its comparison with our model is solely
conducted on the MDRDC dataset.

IV. RESULTS AND ANALYSIS

A. Experimental Results

The comparative results of our model against other mod-
els are presented in Table III and Table IV. Overall, the
experimental results demonstrate that our HyperCEP model
outperforms all baseline models on both datasets.

TABLE III: Main results of HyperCEP on MDRDC.

Methods Precision Recall Macro-F1

BERT 51.21 54.93 53.00
BERT-CRF 52.68 55.30 53.96
BERT-MCRF 53.65 56.02 54.99
Roberta 52.69 55.59 52.45
ChatGPT 29.75 30.49 24.86
Flan-T5 24.87 32.49 24.59
HyperCEP 56.77 57.19 56.71

TABLE IV: Main results of HyperCEP on Dialogue Safety.

Methods Precision Recall Macro-F1

BERT 45.91 46.73 45.51
BERT-CRF 46.55 47.36 46.39
BERT-MCRF 47.37 48.06 47.22
Roberta 47.63 41.13 43.28
ChatGPT 24.52 32.34 21.15
HyperCEP 49.41 50.71 49.93

From the tables, we observe that Flan-T5 and ChatGPT,
being general generative language models, exhibit similar

and significantly lower performance than other models when
confronted with the malevolence detection task with intricate
dialogue context. This highlights the generative models’ limi-
tations in specific downstream tasks. Regarding macro-F1 on
the MDRDC dataset, ChatGPT slightly outperforms the Flan-
T5 model by 0.27%, potentially because ChatGPT is trained
on dialogue data, leading to better context understanding
capability. Both RoBERTa and BERT demonstrate superior
performance compared to Flan-T5 and ChatGPT, showcasing
the stronger adaptability of pre-trained language models to
malevolence detection. In scenarios without context, the BERT
model is notably better than the RoBERTa model. Among all
the baseline models, BERT-MCRF outperformed other models
by concurrently considering label correlation in taxonomy and
label correlation in context.

Furthermore, our HyperCEP model achieves the best per-
formance among all other models. On these two datasets, the
macro-F1 of HyperCEP surpasses the best baseline model
BERT-MCRF by 3.13% and 5.74%, respectively. This find-
ing validates the outstanding performance of HyperCEP in
modeling diverse contextual information, emphasizing the ef-
fectiveness of incorporating emotional and user-specific infor-
mation in mental health counseling dialogues. The emotional
prompting strategy, simulating human reasoning processes,
enhances the model’s ability to extract implicitly expressed
emotions, ultimately improving its overall performance in
detecting malevolence.

B. Ablation Study

We perform an ablation study on HyperCEP by removing
prompting context, user-specific context, interactive context
and the hypergraph. The results, reported in Table V and Ta-
ble VI, suggest all three context modelings and the hypergraph
are important for HyperCEP.

TABLE V: Ablation study on MDRDC.

Methods Precision Recall Macro-F1

HyperCEP 56.77 57.19 56.71
-Prompting context 53.79 58.93 55.75
-User-specific context 55.01 59.07 56.38
-Interactive context 55.22 57.44 55.98
-Hypergraph 54.85 56.39 55.21

TABLE VI: Ablation study on Dialogue Safety.

Methods Precision Recall Macro-F1

HyperCEP 49.41 50.71 49.93
-Prompting context 45.48 52.03 48.08
-User-specific context 43.08 50.81 45.63
-Interactive context 43.48 51.76 46.54
-Hypergraph 40.89 52.47 44.84

Impact of Different Context Modeling. After removing
each view of context modeling, the model’s performance
exhibits varying degrees of decline in precision and macro-
F1, with a slight improvement in recall.
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Impact of Hypergraph Feature Fusion. By removing
the hypergraph, we substituted it by directly concatenating
different views of contextual representations and feeding them
into the final classifier. The experimental results indicate that
removing the contextual hypergraph fusion module results in
a substantial performance decline on both datasets.

V. CONCLUSION

We propose a hypergraph-enhanced model, HyperCEP, for
malevolence detection in mental health counseling dialogues.
Our model integrates three views of context modelings: emo-
tional prompt context, user-specific context and interactive
context. Emotional prompt context leverages large language
models to generate informative prompts containing implicit
emotional cues, facilitating the model in learning human-
like emotion reasoning. User-specific and interactive context
captures profound semantic dependencies in each individ-
ual’s utterances and interlocutors’ interaction patterns, respec-
tively. Ultimately, hypergraph convolution effectively aggre-
gated three-view contextual information, generating high-order
contextual semantics for malevolence detection in dialogues.
Experimental results on two datasets, MDRDC and Dialogue
Safety, demonstrated the effectiveness and superiority of our
HyperCEP model over state-of-the-art baseline models.
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